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ABSTRACT

	The operations manual for payload File and Memory Transfer (FMT) describes the concepts, issues, processes, and management of payload file and memory transfer between ground and on-board processors, and to the on-board Command and Control Software Multiplexer/Demultiplexer (CCS MDM).  This includes file uplinks and downlinks, file and memory uploads and downloads among on-board processors, and memory/data dumps to the ground.
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SECTION 1,  INTRODUCTION



	This operations manual  identifies the issues and proposed operational concepts for payload file and memory transfer between:



	-  the Payload Users and the Payload Operations Integration Center (POIC).



	-  the POIC and the Space Station Control Center (SSCC).



	-  the SSCC and the on-board Command and Control Multiplexer/Demultiplexer 

	   (C&C MDM).



	-  the C&C MDM and the Payload Multiplexer/Demultiplexer (PL MDM).



	- the PL MDM and the User's Payload Processor.





1.1	Purpose



	The purpose of this document is to describe the end-to-end process of file and memory transfer, from the User to the Payload Multiplexer/Demultiplexer Mass Storage Device (PL MDM MSD) disk and/or payload processor.  This information will be used to assist in the development of the Space Station Control Center (SSCC) to Huntsville Operations Support Center (HOSC) interfaces for file transfer and to establish Joint Operations Integrated Procedures (JOIPs) with the SSCC.   It includes definitions of file transfers and related terminology, identifies the types of file transfers, and describes file format issues.



						

1.2	Scope



	In the context of payload operations, file and memory  transfer provides a capability for transferring payload data files to and from the Payload Multiplexer/Demultiplexer Mass

Storage Device (PL MDM MSD) disk and user payload processors.  This capability allows

the transfer of large files (up to 8 Megabytes).  The transfer mechanism (uplink commands)

transfers one block per command.  A block is composed of a maximum of 256 words plus

Consultative Committee for Space Data Systems (CCSDS) overhead.  A Group consists of

a maximum of 1,600 blocks.  The maximum file size is 10 groups, which equals 8 Megabytes.



	Note that this document does not apply to file and memory transfer functions involving the Russian Space Agency (RSA) or the Mission Control Center- Moscow (MCC-M) facility, which have their own communications network and file and memory transfer procedures.
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1.3	Related Documentation



	The following documents shown include the documents, specifications, handbooks, and other special documents that were used to develop the Payload File and Memory Transfer Operations Manual.



SSP 41154	 	Software Interface Control Document (ICD) Part 1, 

			United States On-Orbit Segment to United States

			Ground Segment Command and Telemetry.



SSP 41175-2 		Software Interface Control Document (ICD), Part 1	

			Station Management and Control to International

			Space Station.



SSP 45001 		Space Station Control Center (SSCC) to Huntsville Operations

			Support Center (HOSC)  Interface Control Document 

			(ICD) (Parts 1 and 2).



SSP-45026		Huntsville Operations Support Center (HOSC) to European Space 

			Agency (ESA) Interface Control Document (ICD).



SSP 52000		EXpedite the PRocessing of Experiments to Space Station 

			(EXPRESS) Rack Payloads Interface Definition Document (IDD).



SSP-52050		Software Interface Control Document (ICD) Part 1:

			International Standard Payload Rack (ISPR) to

			International Space Station.



	The following is a list of reference documents that were used to develop the Payload File and Memory Transfer Operations Manual.



SSP-50304		Payload Operations Integration Center (POIC)

			Capabilities Document.



SSP-50305		Payload Operations Integration Center (POIC) to Generic User 

			Interface Definition Document (IDD).



JSC-37534		International Space Station (ISS) Command User Application Level 

			B Requirements.



S684-10131 		Software Requirements Specification for the R1 Command and 

			Control Multiplexer/Demultiplexer (C&C MDM)

			Computer Software Configuration Item (CSCI).



S683-70741 		Payload Executive Processor (PEP) Computer Software 

			Configuration Item (CSCI) Software Requirements Specification 

			(SRS).



D683-43034-1 	End-to-End U.S. Users Payload Operations Concept for the 

			International Space Station - Alpha (ISS-A).
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�SECTION 2,  BACKGROUND INFORMATION



	This section identifies general information that is pertinent to the entire document,

including the capabilities of the file and memory transfer process, and the types of

files that are used in this process.





2.1	Capabilities



	File and memory transfer provides the capability to transfer or receive files and memory data between ground control centers and on-board components and between components on-board.  File and memory transfer status is available through telemetry which provides Users and controllers the essential parameters needed to effectively manage the file transfer.





2.2	File Types 



	All payload data files that are required on-board will be developed and delivered to the Payload Information Management System (PIMS) by the users.  Once in PIMS, Enhanced HOSC System (EHS) Operations Control Management Software (OCMS) or a POIC controller  will initiate the transfer of the files or data to the MCC-H for processing.  Once at MCC-H, the files will be packetized and uplinked to ISS.  Examples of payload and payload supporting data files include:



	- Software loads (Payload and Payload MDM)



	- Payload Executive Software (PES) Table Loads



	- All U.S. Payload Operations Data File (PODF) procedures data:

		- payload schematics

		- diagrams

		- reference information

		- procedures required to conduct payload operations

		  (manual and automated procedures) 



	- Display definition files



	- User Data files



	Ground Data Files transferred between the POIC and MCC-H will also utilize PIMS and the external drop boxes.  These files are processed by ground software at MCC-H and POIC and are not uplinked to ISS.  Refer to SSP 45001, SSCC to HOSC ICD, for detailed formats and processes for these type data files.  Examples of some of these files include:



	-  Planning data files



	-  Tracking and Data Relay Satellite System (TDRSS) data files



	-  Log files
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�SECTION 3,  OPERATIONAL GROUND RULES & CONSTRAINTS



	This section discusses file and memory  transfer ground rules and assumptions, payload file transfer concepts and transfer rate frequency, and memory/data file transfer concepts.  File and memory transfers may be direct or indirect.  An example of a direct file transfer is a payload file uplink from the ground to an on-board primary CCS disk.  Indirect file transfers are from the CCS disk to/from other on-board processors.  Memory dumps are contrasted with file downlinks, and the roles and responsibilities of the POIC and the SSCC for file and memory transfer are described.





3.1	Operational Ground Rules

 

	The following is a list of operational ground rules when utilizing File and Memory Transfer functions:



	a.  The POIC is responsible for managing all payload file uplinks from all 

	     International Partners (IP) facilities except  for Mission Control Center - 

	     Moscow (MCC-M).



	b.  The SSCC On-board, Data, Interfaces, and Networks (ODIN) position is the 

	     point of contact for file transfer uplinks, S-Band file downlinks, and 

	     memory/data  dumps through Mission Control Center  - Houston (MCC-H).



	c.  Only two  file transfer channels are available for uplink from the ground

     	     (channel key values of one and two).



	d.  Ground originated data loads/file transfer commands have priority over on-

	     board data load/file transfer commands.



	e.  The maximum rate for data load/file uplink commands  from the ground to on-

	     board processors is eight  (256 words) commands per second.  Data load and  

    	     file uplink commands are designed to be multiplexed together.



	f.  The maximum number of files for file downlink or memory dump to the ground 

	     is one file at a time.



	g.  File downlink packets will preempt data  dump packets, in other words, a file 

	     transfer preempts a data dump.



	h.  There can a maximum of one data  dump at a given time, but not when file 

	     downlink is ongoing.



	i.  S-Band file downlinks and memory dumps are transferred to the ground as 

	    normal dumps (86 words) or as extended data  dumps (374 words) per second .



	j.  Extended  data dumps are only available for Crew Health Care System (CHeCS) 

	    devices (via the Payload MDM), Attached Pressurized Module 's (APM) Mission 

	    Management Computer (MMC) and Control Electronics Unit (CEU).
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3.2   	Payload File Transfer Overview



	The POIC cadre teams are responsible for ensuring that the products necessary to conduct payload operations are on board in time to support the space station’s planned activities.  These include the products needed by the crew (e.g. manual procedures, activity records) as well as products that may be used by on-board processors such as the Payload MDM and the Portable Computer System (PCS), Timeliner, and experiments.   The capability to transfer files to the ISS and to maintain the correct versions of on-board files is a central part of conducting payload operations.

 

	The POIC will use ground software called the File Ground Management Tool (FGMT) to manage all file transfer uplinks.  The FGMT software produces an integrated uplink plan using:



	-  Uplink allocations provided by the SSCC.



	-  U.S. payload user’s file uplink requirements.



	-  International Partner (IP) user’s file uplink requirements.



	- Uplink availability and reserve.  



	This integrated uplink plan will detail the Tracking Data Relay Satellite System (TDRSS) coverage, scheduled experiments, optimum file uplink times, and other pertinent information concerning the scheduled uplink periods.  The current POIF operations concept is to produce the uplink plan on a daily basis.





3.3	Payload File Transfer Rate Estimates 



	Because of the dynamic nature of payload operations, it is expected that payload file 

uplinks will be a routine operation that will be performed frequently by the POIC and IP Partner Control Centers (PCCs).  Examples of file uplinks that drive the POIC requirements include the update of payload crew procedures and automated procedures.  Estimates of anticipated POIC uplink file requirements for the ISS indicate that an average of 55 file uplinks (several Mbits in size) per day for a full complement  of U.S. payloads can be expected.  These estimates are based on an analysis of several Spacelab missions and assume that the operations of microgravity and attached payloads flown on those missions will be similar to those of ISS payloads.  



						

3.4	File/Memory Transfer (FMT) Operations Overview



	File transfers move data between different hardware and/or software sources.  There is a source file (host) and a destination disk (target) involved in all file and memory transfers.



File Uplinks are file transfers from the ground to the Command and Control Software (CCS) on the C&C MDM and/or through the C&C MDM to the Payload Executive Software (PES) on the PL MDM.  
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File downloads are file transfers from the CCS disk to another on-board disk.



File Uploads are file transfers from an on-board disk to the CCS disk.  



File Downlinks are file transfers from the CCS disk to the ground utilizing the S-Band system and/or from the PL MSD to the ground utilizing the Ku-Band system.



Direct File Transfers occur between the transfer initiator and a target disk.  Note that all direct file transfers are to or from the CCS disk.  A File Uplink from the ground to the CCS disk is an example of a direct file transfer.  The ground initiates the transfer, sends the data transfer packets, monitors the transfer and terminates the transfer when the operation is complete.



Indirect File Transfers are initiated by a command source but carried out by the CCS File 

Transfer server.  When an indirect file transfer is invoked, the server responds by setting 

up the transfer, sending or receiving the packets, and terminating the transfer when the 

operation is complete.  A ground initiated File Download from the CCS disk to an on-board 

node is an example of an indirect file transfer.



File transfers from the ground to the ISS are processed by the CCS in one of two ways:



	-  Staged on the CCS disk.  Staging verifies all groups in a file were uplinked.



	-  Passed through the C&C MDM without staging on the disk. 



	The initiator of the file transfer will determine which process will be used for uplinking files. 



Staged commands - File transfers larger than one Consultative Committee for Space Data System (CCSDS) command packet (one command uplink) are first put into blocks on the ground (see Section 3.4.1), uplinked, and staged on the CCS disk using the FMT protocols.  Staging provides the command initiator verification that all file update commands (blocks) were received on-board.  The Group Status Bit Map (GSBM), within the CCS, identifies which blocks of data have been successfully received.  Blocks that are missed or failed verification will be re-uplinked until all blocks are received.  After verification of all commands on-board, the file transfer initiator commands the file to the target destination.



	Note however, staging file transfers can protect the context of a file transfer from intermittent communications outages typically associated with radio frequency (RF) space links, and enables the multiplexing of file transfers and data load commands.



Pass Through commands - File transfers using separate data load commands containing valid payload Application Process Interface Identifiers (APIDs) are passed through the CCS to their destination point.  These transfers are not staged or verified in the CCS and are automatically forwarded to their end node for processing.  Pass-through commanding is the method currently planned for ESA’s file uplinks. 
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3.4.1	Ground Processing of Files



	Several processes on the ground are required to get a file from the originator to the SSCC for uplink.  During the planning process, Users (POIC cadre  and Science Teams) identify and list their required files (i.e., procedures, tables, etc.) needed to support payload activities.  These requirements are integrated and included into the On-board Short Term Plan (OSTP) and uplinked by the SSCC.  The OSTP schedule is also retrieved by the

Flight Ground Management Tool (FGMT) software. The FGMT software manages and keeps track of all files on-board and will identify any file(s) requiring uplink from the ground in the Integrated File Uplink Plan.  This plan will be used to determine the optimum time for uplinking the files.



	Prior to the scheduled uplink time, the file must first be placed and marked "Ready for Uplink" in the Payload Information Management System (PIMS) software.  Once in PIMS, the FGMT software or the POIC controller will place the file in the HOSC external file server.  This file server (drop box) is the repository of all files that have been transferred or will be transferred between the POIC and the SSCC.  A message is sent to the SSCC for SSCC software to retrieve the file from the HOSC external file server.  



	The SSCC software will access the HOSC file server, retrieve the file, and place it in the SSCC storage area until a File Uplink Request message is received from the POIC.  Once the File Uplink Request message is received, the SSCC will place the requested file in the SSCC uplink queue to be uplinked on the next available file uplink channel.  

Figure 3-1, File Uplink Steps, illustrates the basic steps of a File Uplink.







�







Figure 3-1  File Uplink Steps
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3.4.2	Direct File Transfers



	A File Uplink from the ground to the primary CCS disk is an example of a direct file transfer.  The ground (SSCC) initiates and manages all file uplinks to the CCS disk.  The CCS can support two simultaneous file uplinks from the ground.  These file uplinks are called channels and the composite uplink on these channels can not exceed eight commands per second.  Ground software will identify and assign each file uplink with a channel key (channel one or channel two). 



	The Group Status Bit Map (GSBM) is required for most file uplinks because transferred files are typically larger than a single transfer CCSDS command packet.  FMT processing provides two layers of segmentation for large files.  When a file is retrieved by MCC-H, it is first packetized into 256 word Blocks (1 Block = 1 data load command).  Once in Blocks, the file is divided into Groups of 1600 blocks (maximum).  Ten is the maximum number of groups allowed per file.  Files larger than eight Mbits must be divided into multiple files.



	Groups of blocks are monitored by the GSBM on each channel.  The size of a group, or the number of blocks per group, defines the size of the GSBM.  For example, the bit map used for file transfer between the ground and the CCS is 1,600 bits, or 100 words.  A Group, as far as the ground is concerned then, is up to 1,600 blocks, or 409,600 words (819,200 bytes).  Figure 3-2 File Transfer Blocks and Groups, illustrates how a file is divided and processed for uplink.









�





Figure 3-2  File Transfer Blocks and Groups
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	The FMT sender monitors the downlinked GSBM bit maps to determine when all of the blocks of the group have been uplinked and received. Any blocks lost would be re-uplinked.  Once the GSBM bit maps indicate CCS receipt of all blocks within that group, the group will be written to the CCS disk.  If additional groups exist for this file, ground software will begin transmission of the next group.  The transmission and review of each group bit map continues until all groups in the file are transmitted successfully.  If an unplanned communication loss of signal (LOS) occurs the GSBM bit map downlink will 

wait and resume when good communication is restored.  File transfer requests originating outside the MCC-H will be placed into an External Interface Server where the MCC-H FMT software will go and retrieve the files.  The external servers are used to place files for uplink and receive file transfer messages.  All International Partners will utilize the external interface server for file transfers.  Those control centers not using FMT protocols must uplink their files using individual data load commands.





	Figure 3-3  File Uplink from Ground to CCS, illustrates the command and data flow file uplink from the ground to the CCS disk.







�









Figure 3-3  File Uplink from Ground to CCS
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3.4.3	Indirect File Transfers



	The ground initiates indirect file transfers between the CCS disk and other on-board nodes.  An indirect file transfer where the CCS disk is the file source is called a file download; an Indirect file transfer where the CCS disk is the file destination is called a file upload.  The ground sets up indirect file transfers by sending "Set File Name" commands to the file source and file destination.  The following is a list of indirect file transfers.  All indirect file transfers are initiated by the SSCC unless otherwise noted.



C&C MDM to PL MDM

Payload file transfers from the CCS Disk to the PL MDM Mass Storage Device (MSD) are

transferred at a rate of ten commands per second via the 1553-B local bus and captured

in the PL MDM MSD.  This type of indirect file transfer is initiated from MCC-H ground

software by POIC direction.



PL MDM to User Payload Processor 

Files stored on the PL MDM MSD will remain on the PL MDM MSD until commanded to another Remote Terminal (RT).  Upon receipt of a command by the Payload Executive Software (PES) that identifies an end node for a file, the PES shall route the file to the destination RT.  The PES transfers commands to each 1553-B local bus RT at a rate of ten commands per second.



PL MDM to PL PCS

File transfers from the PL MDM to a Payload Portable Computer System (PCS) are first

captured on the PL MDM MSD.  Once the entire file has been transferred to the PL MDM, PES software, commanded from the ground, initiates a file transfer activity with the target

processor.  The file is then transferred to the intended PL PCS from the PL MDM.



Primary Payload MDM to Back Up Payload MDM

When memory and/or software tables are updated on the primary PL MDM, the same

updates will have to be made on the Back Up PL MDM.  File transfers from the primary

MDM to the Back Up MDM will be processed like all other file transfers where the

Primary MDM is the source and the Back Up MDM is the destination.



User Payload Processor to PL MDM 

At a scheduled or coordinated time for the downlink of a file from a user’s processor,

the PL MDM is commanded to initiate a file upload activity from the designated user’s

processor.  The file from the user’s processor  is transmitted to the PL MDM which

can be configured to capture the user’s file on the PL MSD disk for later downlink, or to

transmit the file directly to the Ku-Band downlink.



PL PCS to PL MDM

At a scheduled or coordinated time for the dump of a file from the PCS on the 1553-B

bus, the PL MDM is commanded to initiate a file upload activity with the designated

PCS processor.  The file from the PCS  is uploaded to the PL MDM, which can be

configured to capture the file on the PL MSD disk for later downlink, or to transmit the file

directly to the Ku-Band downlink.



PL MDM to Ku-Band Network

At the scheduled time the PL MDM will send the file to the Communications and Tracking

(C&T) system for downlink through the Ku-Band telemetry.
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PL MDM to C&C MDM (TBR)

Payload file uploads from the PL MDM to the C&C MDM are transferred at a rate of ten

commands per second via the 1553-B local bus.  Once the complete file is uploaded and

stored on the CCS disk, a File Downlink protocol is exercised through the S-Band network.  This type of indirect file transfer is initiated by  the SSCC at POIC direction.





	Figure 3-4  File Transfer Uplink Overview, illustrates the steps of a file transfer

from the ground (e.g., POIC) to the PL MDM.  It includes the "File Uplink" to CCS and

a "File Download” from the CCS to PL MDM.  It does not identify software or persons

who initiate the file transfer process.  This information is discussed in Section 4.
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FIGURE 3-4  FILE TRANSFER UPLINK OVERVIEW
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�3.4.4	File Load to Memory



	The SSCC can initiate a file load to memory operation to load an image file stored on the Primary Command and Control (C&C) disk into an MDM’s memory.  The file load to memory operation is initiated by sending:



	-  A "Set File Name" command to the Primary C&C with the APID 

	   parameter set to the CCS as source and some end memory destination.



	-  The storage type parameter set to Dynamic Random Access Memory (DRAM) or 

	    Electrically Erasable Programmable Read Only Memory (EEPROM).



	-  The file name of the image file. 



	The C&C MDM will read the first record of the file to determine the starting address for loading the image.  The C&C software maintains status information on the progress of the file load operations as described in Section 3.4.2.  When the load operation is complete the ground can verify the load operations by utilizing any of the following techniques: 



	-  Dumping the Built-In-Test Summary Table (BST) to see if there was an error 

	   with any of the Data Load commands.

 

	-  Initializing the MDM and checking the current state in the telemetry.



	-  Dumping the Built-In-Test (BIT) Response Table which has response 

	    information for each bit uplinked.





3.4.5	File Downlink



	A File Downlink is either a direct file transfer from the PL MDM through the Ku-Band network to the ground or from the CCS through the S-Band network to the ground.  (TBR) - The downlink of a file through the S-Band system is still in work.  File downlinks through the Ku-Band network are configured and managed from POIC. File downlinks through the S-Band network are configured and managed from the SSCC.



	Files downlinked through the Ku-Band system must first be uploaded to the PL MDM.  From there they  are transferred to the C&T systems where they are sent down via the Ku-Band network.  Coordination with the POIC cadre teams is required before the Ku-Band can be utilized for file downlinks.  This coordination will ensure bandwidth is available and scheduled for the file downlink.



	Figure 3-5  File Downlink Overview (Ku-Band), illustrates the overall file transfer utilizing the Ku-Band network.



	Figure 3-6  File Downlink: CCS MDM to Ground (S-Band), illustrates the file 

downlink process from the CCS disk to the ground.



	Figure 3-7  File Downlink Overview (S-Band), illustrates the overall file transfer which includes the "File Upload" from the PL MDM to the CCS disk and the "File Downlink" from the CCS disk to the ground (e.g., POIC).
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Figure 3-5  File Downlink Overview (Ku-Band)
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Figure 3-6  File Downlink: From the CCS MDM to the Ground 

(S-Band)  
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Figure 3-7  File Downlink Overview (S-Band)
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�3.5	Memory/Data Dumps



	Memory/Data Dumps are processed similar to File Downlinks.  SSCC must set up the on-board routing path for the memory/data dump.  The "Memory Set Up" command identifies and notifies the C&C MDM which end node has a memory dump ready.



	The USGS can receive either normal or extended dump packets similar to data dumps via the S-Band.  The ground (SSCC) must select the appropriate telemetry format to support the memory/data downlink using the extended data  dump packets.  A ground User may wish to receive only part of a file when they are requesting one of the command log files.  To do this partial dump, the User must calculate the start and stop points of the dump and send this information in the file/memory downlink request to the SSCC.  The SSCC will then configure the network and initiate the "Start File Transfer" commands.  When a file/memory dump  is downlinked using normal dump packets, the block size is 86 words, for an extended dump the block size is 374 words.  Each block is transferred in a single telemetry packet.  File/Memory downlinks are sent to the ground using the S-Band telemetry packets.  When all packets (blocks) are received, the file/memory dump will be terminated.



	Lower end nodes (e.g., PL MDM, Guidance Navigation Computer (GNC), System Management (SM)) are always broadcasting a portion of their memory to the C&C MDM across the 1553-B bus.  The C&C MDM will only listen to memory status from the node it has been commanded to receive.  When a memory dump is desired from another specified node, SSCC will command the C&C MDM to listen and accept the memory dump from that node.  The C&C MDM can only process one memory dump at a time.  After the setup command has been sent, the "Start Memory Dump" command identifying where to start and end in memory will be uplinked. The SSCC will consolidate the downlink packets and send them to requesting facility. Figure 3-8, Memory/Data Dump, illustrates this process.





�





Figure 3-8  Memory/Data  Dump
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3.5.1	Memory/Data Dump Downlink Responses



	MCC-H will provide the following real-time memory/data dumps responses to the HOSC:



	a)  Data Dump Request Message confirming receipt of a memory/data dump request 

	     from the HOSC



	b)  Data Dump Status Message confirming that the data dump has been initiated



	c)  Data Dump Status Message confirming that the data dump has been terminated 



	d)  Data Dump Status Message confirming that the data dump is available to the 

	     HOSC for retrieval



	The Memory/Data dump will be placed in the POIC Drop Box as a file where EHS will retrieve the file.





3.6	File Transfer Network Responses



	File transfer responses are generated and sent back to the POIC providing information for every processing point that each file uplink and file downlink must pass through.  This includes the SSCC, the C&C MDM, and the PL MDMs.  Responses are generated during both file uplinks and file downlinks.



	Each file transfer response contains a code indicating success or error in the command validation process.  An error response will indicate the first error causing factor found during command validation and will not guarantee the remaining command packets were  valid.



	File and memory transfer status information is available for the ground controllers and Users through real-time command status messages from the MCC-H, and through monitoring of telemetry.  The telemetry can include the contents of a memory dump, or the contents of a dumped file may be requested from the MCC-H archive.  Note that there is no automatic logging of file transfer commands.  Refer to the "File Uplink Insight Message" function described in Section 3.7.2.
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3.6.1	File Uplink Responses



	Command responses and file transfer responses utilize the same message exchange protocol and interfaces between the SSCC and the POIC.  Therefore, the response names (Command Acceptance Response (CAR)  and Flight System Verifier (FSV)) are used for both and displayed on the "Command Track" display within the EHS.  The following is a list of file uplink acknowledgments forwarded from the SSCC to the POIC for each file uplink request from the HOSC:



	1)  Command Acceptance Response 1 (CAR-1)  =  verification from the SSCC that the 

	     "File Uplink Request" was received from the POIC.



	2)  Command Acceptance Response 2 (CAR-2)  =  verification from the SSCC that the 

	     file is in the file uplink queue and is being formatted into blocks for uplink.

	

	3)  Flight System Verifier 1 (FSV-1)  =  Verification and acknowledgment that the 

	C&C MDM has received all file blocks.



	4)  Flight System Verifier 2 (FSV-2)  =  Verification and acknowledgment that the 

             C&C MDM has started transferring the file over to the PL MDM. (file download 

	     started)



	5)  Flight System Verifier 3 (FSV-3)  =  Verification and acknowledgment that the PL 	MDM has received all file blocks and file uplink is complete. (file download 

            completed)

	



3.6.2	Ku-Band File Downlink Responses 



	The Payload Executive Processor (PEP) initiates a file downlink via the Ku-Band system from the PL MDM MSD as the result of receiving a "Downlink File Command" from the POIC operators.  The complete PL MDM MSD path name and file name are identified in the command.  The APID and Type fields to be used in the file downlink packets are specified in the command.  The PEP places no constraints on the value for the APID field.  It is the POIC operatorís responsibility to ensure that proper APID value(s) are supplied in the command so that the resulting downlink packets can be routed/processed by ground systems.  



	A single command results in the downlink of the entire file.  The file data is divided into CCSDS packets.  Each packet is 4,096 bytes in length.  The last packet will be zero filled to 4,096 bytes if necessary.  The total length of the file is included in each packet in the field immediately following the secondary header. There are no mechanisms to downlink a portion of a file.  There are no mechanisms for controlling (pausing and resuming) the file downlink once it has been initiated.  The only controlling commands are the "Start File Transfer" and "Stop File Transfer" commands.  If an error or LOS occurs during the downlink process, the entire file would have to be downlinked again.  The file is downlinked in packets over the Ku-Band network, put back together at the POIC, and then stored in the EHS as a complete file.
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3.6.3	S-Band File Downlink Responses



(It is still TBD if the POIC will have an S-Band downlink capability)



	File downlinks which utilize the S-Band system will also use the same message exchange protocol and interfaces between the SSCC and the POIC.  The Flight System Verifier (FSV) response name is used for both, and is displayed on the "Command Track" display within the EHS.  The following is a list of S-Band file downlink acknowledgments forwarded from the SSCC to the POIC:



		1)  Flight System Verifier 1 (FSV-1)  =  Verification and acknowledgment that the 

	     the on-board file transfer to the C&C MDM is complete.



		2)  Flight System Verifier 2 (FSV-2)  =  Acknowledgment that the C&C MDM has 	   

		     started transferring the file to the ground.



		3)  Flight System Verifier 3 (FSV-3)  =  Acknowledgment that the ground has 

	         received the file and the downlink is complete.



						

3.7	United States Ground Segment (USGS) File Transfer 

	Roles and Responsibilities 



The United States Ground Segment (USGS) consists of such facilities as:



	-  the Space Station Control Center (SSCC).



	-  the Mission Control Center - Houston (MCC-H).



	-  the Payload Operations Integration Center (POIC).



	-  the Payload Operations Integration Facility (POIF).



	-  the Huntsville Operations Support Center (HOSC) with its Enhanced HOSC 

	    System (EHS) software.



	-  User Tele-Science Centers (TSC).

	

	All of these facilities may be involved in the planning and requesting of file and memory transfer commanding, but their file and memory transfer requests are routed through the POIC and the SSCC.  Note that  the International Partners also participate in this process with the exception of the Mission Control Center - Moscow (MCC-M), which has its own communication network and file and memory transfer capabilities.
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3.7.1	Payload Operations Integration Center (POIC) Roles and 

	Responsibilities



	The POIC will uplink payload and payload support system data files to support payload operations.  These uplink files are:



	-  compiled Timeliner files.



	-  Payload Executive Software (PES) tables.



	-  files for storage on the PL MSD.



	-  files for storage in payload processors.



	The POIC will also integrate all partner’s (except MCC-M) payload file uplink requests into an integrated uplink plan containing all payload file uplinks and forward the integrated plan  to all partners and affected parties.  The On-board Short Term Plan (OSTP) will be used to identify which files are required and at what time to support payload operations activities.  The POIC will provide payload related edits to the OSTP and transfer them  to the SSCC.



	These uplink files will be generated by members of the POIC cadre, by users in the

United States Operations Center (USOC), Tele-Science Centers (TSC), or other remote sites, and by International Partners (IP).  Payload files placed in the external interface servers will be uplinked per the POIC uplink plan.  The POIC will schedule and coordinate the uplink of these files with the SSCC so the files can be on-board and checked out prior to the payload activity that requires them.  The POIC will also manage the contents of the PL MDM MSD.  Ku-Band downlinks/dumps will be requested and coordinated through the  POIC.  If S-Band file downlinks/dumps become available, they will be coordinated with the POIC and requested through the SSCC.



	The POIC will also schedule and procedurally manage any IP payload files which bypass the POIC.  The SSCC will not process payload files from IPs, except for the MCC-M, without prior approval from the POIC.  Coordination between the IPs, the POIC and the SSCC is critical to ensure efficient use of the S-Band uplink resources.
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3.7.2	Space Station Control Center (SSCC) Roles and Responsibilities



The SSCC will handle the uplink transfer of:



	-  Core systems files.



	-  Core systems data files.



	-  Portable Computer System (PCS) support files.



	-  Command and Control (C&C) Timeliner files.



	-  On-board Short Term Plan (OSTP) files.



	-  Shuttle Operations Data Files (SODF).



	-  Crew support files.



	-  Inventory Management System (IMS) files.



	The flight director at the SSCC has the overall responsibility for all ISS commanding.  The ODIN SSCC controller position will coordinate FMT commanding by managing the uplink, downlink, and 1553-B data bus bandwidth.  The ODIN  position will also manage the Command and Control (C&C) MDM, the C&C Mass Storage Device (MSD), and the PCS.  A SSCC planning controller will manage the  OSTP, Timeliner, Operations Data File (ODF), crew support, and Inventory Management System (IMS) data files.





	The SSCC is responsible for the ISS file uplink and S-Band downlink paths, the on-board MIL-STD-1553-B data networks, and the ISS Local Area Network (LAN).  Nominally file uplinks will be allocated to the SSCC and the POIC on an equal basis, but the SSCC has the ability to change the uplink allocation for the SSCC and the POIC when necessary.  During normal operations, the POIC will transfer and initiate file uplinks with the SSCC software with minimum controller intervention.  The HOSC and SSCC software will be utilized to reduce the manual file transfer intervention as much as possible.  When necessary, the SSCC can manually enable and disable the POIC file transfer commanding ability.



	The SSCC will control the File and Memory Transfer (FMT) Buffer in the ISS Command Server for all file transfers.  The SSCC will also manage file downloads and indirect file transfers to the PL MDM even when initiated by a PCS.  The ISS Command Server, upon confirmation from the ground that the file uplink was complete, will forward POIC files from the C&C MSD to the Payload MSD without interrupting any on-board file transfers in progress.  Only the SSCC will have the ability to initiate file downlinks and on-board transfers for files destined for the S-Band systems due to the dual use of the downlink and on-board networks by the data  dump function.









3-19

	The SSCC ODIN position will handle file transfer coordination with users in the SSCC and the POIC through the File and Memory Transfer (FMT) voice loop. 



	The SSCC is responsible for sending File Uplink Insight Messages back to the POIC describing the status of the file uplinks.  Table 3-I, File Uplink Insight Messages, lists the data contained in each message from the SSCC.  The File Uplink  Insight Messages will allow the POIC to monitor and manage the file uplink process to determine where in the process flow and what is the status of each uplink from the SSCC performed for the POIC.  Refer to  the SSP 45001, SSCC to HOSC Interface Control Document, Part 2, for detailed values for the field contents.



	The SSCC is responsible for verification of the data load commands which are received from User facilities for ground to CCS Pass-Through file uplink.  These files are not staged on the CCS disk and are verified for compliance to predefined criteria.  See Section 4.1.2, File Uplink: Ground to Command and Control System (CCS) Pass-Through, for details of this SSCC responsibility.
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Table 3-I File Uplink Insight Messages



Field�Content��1�Number of Files (describes the number of files in this insight message)��2�File #1 Request ID  (SSCC server tracker)��3�File #1 On-board Destination  (destination of file = Logical Data Path (LDP value)��4�File #1 Priority  (priority of the file)��5�File #1 Uplink by Time  (deadline time by which the file must be on-board)��6�File #1 Uplink After Time  (time after which the file should be uplinked)��7�File #1 Source File Name  (file name)��8�File #1 Destination File Name  (the file name used when storing file on-board)��9�File #1 File Length  (# of byte in the file)��10�File #1 Originator  (source of the file - i.e. POIC, NASDA Space Operations Center (NSOC), SSCC)��11�File #1 Submittal State  (state of the file uplink request)��12�File #1 File Transfer State  (file transfer uplink state)��13�File #1 Channel ID  (the channel that is being used to uplink file)��14�File #1 Number of Groups (S-band)  (number of groups needed to uplink file S-Band)��15�File #1 Number of Groups (Service Module)  (groups needed via SM)��16�File #1 Current Group Number  (identifies which group is being uplinked)��17�File #1 Number of Groups Uplinked  (number of completed groups uplinked) ��18�File #1 Group Size (number of blocks in current group)��19�File #1 Current Block Number  (current block number being uplinked)��20�File #1 Number of Blocks Uplinked  (number blocks uplinked within this group)��21�File #1 Number of Blocks Retransmitted  (number of blocks retransmitted in this group)��22�File #1 Blocks Completed  (number of blocks received in this group)��.�:(same messages for each file being uplinked)��n�File # N Blocks Completed��
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�SECTION 4,  Real Time Operations Scenarios



	The following are typical scenarios of User file uplinks to their on-board facilities.  Figure 4-1, Real Time File Uplink, illustrates the ground paths taken to get a file between the User on the ground, to the SSCC file transfer uplink queue, and to the on-board destination.



	Transferring files between the POIC and the Payload MDM requires several steps.  First, the POIC places the User’s file into the HOSC External File Server.  The SSCC will retrieve and store the file until an "Uplink File Request" message is received from the POIC.  After receipt of the "Uplink File Request" message, the SSCC command software will automatically place the file into the uplink queue and assign the next available file uplink channel key.  Once on-board, the file will be staged in the CCS for verification and then transferred to the PL MDM.  Commands to move the file from the Payload MDM to a payload processor will originate from the POIC.



	To transfer files between the PL MDM and the ground also requires several steps.  Coordination between the initiators, the SSCC, and the POIF teams are required to ensure the on-board systems and networks are configured to transfer the file to the ground.





�







Figure 4-1  Real Time File Uplink

(* Mission Control Center- Moscow (MCC-M) is not part of this uplink interface. *)
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4.1	File Uplink and Download Scenarios



	File Uplink is the term and process used for transferring a file from the ground to the on-board C&C MSD disk.  File Download is the term and process used to transfer a file currently residing on the on-board C&C MSD disk to another lower tier MSD or node (i.e., PL MSD, payload processor).  





4.1.1	File Uplink: Ground to the Command and Control Software (CCS)  



	Refer to Figure 3-3, File Uplink from the Ground to the CCS, for an illustration of this process.



Initial Conditions:



a.  The User’s file transfer requirements have been provided to the POIC.  These 

     requirements include scheduling and other information, and may or may not include the 

     actual file to be uplinked.



b.  The POIC and FGMT software have produced the integrated file uplink plan.



c.  The integrated file uplink plan has been distributed to all affected parties (e.g., ODIN, 

 	IPs, etc.)  Any changes were negotiated and incorporated and the plan has been approved.



Real Time Operations:



1.  The Users prepare their files to be transferred in support of upcoming payload  activities.  



2.  The Users transfer their files via networks to the POIC PIMS software in advance of the planned uplink time.



3.  The POIC privileged user or FGMT software will send the file to the POIC External Interface Server (Drop Box) for a later scheduled uplink.



4.	The SSCC file uplink software polls and retrieves the new file from the POIC External Interface Server (Drop Box) and stores it until it receives a "Uplink File Request" message from the POIC.



5.	The SSCC ODIN and the POIC privileged controller will pre-coordinate the file uplink requirements.  At the scheduled time, the POIC privileged user or FGMT software will send a "Uplink File Request" message to the SSCC requesting that the file be uplinked.



6.	The SSCC will send back an acknowledgment to the POIC indicating receipt of the “Uplink File Request” at the SSCC.



7.  The SSCC file uplink software will format the file into blocks and place the blocks into the SSCC File Uplink Queue for the next available file uplink channel  key.
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8.  The SSCC ground software sends the “Set File Name” command to CCS with the 

     transfer APID source/destination pairing set to the SSCC to CCS APID and the 

     Channel Key set to Channel  1 or 2:



	a)  If there is a file uplink from the ground already in progress on the specified 

	channel, then CCS rejects the "Set File Name" command.  If rejected, SSCC will wait until the next available channel.



	b)  Else, ("Set File Name" command is accepted) CCS sets the File Uplink Status 

                ìFile Name Setî indicator to one for the selected channel.



9.  When the ground detects that the File Uplink Status ìFile Name Setî indicator for the 

     selected channel is set to a value of one, it sends the “Start File Transfer” command to 

     CCS with the following information:



	-  the size of the file in bytes.

	-  the Group Number set to a value of one.

	-  the Block Number set to a value of one.

	-  the APID set to the source/destination pairing of SSCC to CCS.



	a)  If the C&C MSD has insufficient storage space to hold the uplinked file, then 

                 CCS will reject the "Start File Transfer" command.  If rejected, SSCC will first free up disk space and re-uplink the file.



	b)  Else ("Start File Transfer" command is accepted), CCS clears the Group Status 

                 Bit Map (GSBM) for the selected channel and increments the group status.



10. The ground then starts the file transfer by uplinking the command blocks for the first 

      group:



	a)  The ground sends file transfer commands to on-board for blocks 1 to 1,600 of 

                  the current group,



	b)  The CCS receives each file transfer block and sets the appropriate bit for the 

                  block received in the Group Status Bit Map.

 

	c)  The CCS communicates the Group Status Bit Map to the ground  in 0.1 Hz 

                 telemetry via the S-Band telemetry downlink.



	d)  When the ground has finished sending all blocks in the current group, it 

	     retransmits all missing blocks as indicated in the Group Status Bit Map for the 

	     current group.  This is repeated until all blocks in the group have been received 

	     on-board by the CCS,



	e)  The CCS will write to disk each complete group it receives,



	f)  If this is not the last group in the file, the ground software will wait 160 

	     seconds before sending the “Start File Transfer” command to the CCS with the 

	    Group Number incremented by one and the new Block Number set to one.  (This 

	    delay time is necessary  to process  any GSBMs and allow time for the CCS to 

	    write the completed group to the C&C MSD),
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Note:	CCS will reject a “Start File Transfer” command if all blocks in the previous group 

	have not been written to disk.



	

	g)  When the CCS receives the “Start File Transfer” command, it clears the Group 

	     Status Bit Map and updates the File Uplink Status for the selected channel  (this 

	     cycle, sequence 10, repeats until all groups are successfully transferred).  



	h)  When the ground software detects that the CCS has received all blocks in the 

	     last group of the uplink file, it sends a “Terminate File Transfer” command to the 

	     CCS for the selected  channel.



	i)  After receiving the “Terminate File Transfer”, CCS closes the file and updates 

	    the file Uplink Status for the selected channel .



�

Note:	If the File’s destination is to the PL MDM skip to Section 4.1.3, sequence 11 for 

	file download

						



11. The ground may abort a file uplink in progress by sending a “Terminate File Transfer” 

      command to the CCS with the APID set to the SSCC to CCS and the appropriate file 

      uplink Channel  Key selected:



	a)  The CCS will terminate the file uplink connection and close the file when it 

	      receives a "Terminate File Transfer" command.

	

	b)  The CCS will update the File Uplink Status for the selected channel .



�

Note:	The CCS can not terminate or abort a file uplink from the ground.





4.1.2	File Uplink: Ground to Command and Control Software (CCS) 

	Pass-Through



	The "pass-through" file uplink allows a file transfer to pass directly through the CCS MDM on its way to the end node facility or processor as specified in the destination portion of the APID.  The CCS does not verify the uplink by using GSBM verification (no "staging").  This capability is the currently planned method for European Space Agency (ESA) file transfers, but could be used by any International Partner.



	Refer to Figure 4-1, Real Time File Uplink, for an illustration of the initial conditions of this process.  The path at the top of the figure from the ESA facility to the SSCC is followed for this type of file uplink.



Initial Conditions:



a.  The User’s file transfer requirements have been provided to the POIC.
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b.  The POIC and FGMT software have produced the Integrated File Uplink Plan.



c.  The Integrated File Uplink Plan has been distributed to all affected parties (e.g., the 

     ODIN, IPs, etc.)



Real Time Operations:



1.  The User prepares their file for uplink in advance of its scheduled uplink time.



2.  At the scheduled time, the User transfers their file using Data Load commands, via 

     networks, to the SSCC. (The SSCC and POIC controller positions have pre-

     coordinated the file uplink requirements.)



3.  Each data load command is automatically checked by the SSCC software for 

     compliance to predefined criteria.  If the Data Load commands pass the checks, they are 

     placed into the uplink queue from the SSCC to the on-board C&C MDM.  If the Data 

     Load commands do not pass the verification check, then the commands or the 

     verification criteria (or both) must be modified.



4.  Once the C&C MDM receives the Data Load command, the CCS verifies that the APID 

     has a payload destination and passes the command through the CCS to the end node 

     facility without using the Group Status Bit Map telemetry verification (no staging).



5.  Once the data load commands have reached the end facility, it is the facility's 

      responsibility to verify the transfer and perform any additional processing of the file.





4.1.3	File Download: Command and Control Software (CCS) to Payload 

	Mass Storage Device (PL MSD)



Refer to Figure 3-4, File Transfer Uplink Overview,  for an illustration of this process.



�

Note:	Section 4.1.1, sequences 1 to 10-i must first be completed before starting sequence 

	11 below.  A file must be uplinked to the CCS before it can be downloaded.





11. The CCS sends the “Set File Name” command to the CCS as the source (get ready to 

      send) and the PL MDM as the destination (get ready to receive).



12. When the PL MDM detects the “Set File Name”, the Payload Executive Software 

      (PES) will:



	a)  Verify that there is sufficient storage space on PL MSD disk for the file to be 

                  transferred.  If there is insufficient disk space, then disk space must be created 

	      or the file download command withdrawn.



	b)  If there is sufficient space, the PES sends a “Start File Transfer” command to 

	     the CCS.



13. The CCS then starts the indirect file transfer for the first group:
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	a)  The CCS sends file transfer commands to the PES for blocks 1 to 1,600 of the 

	     current group.

	

	b)  The PES receives file transfer blocks and sets the appropriate bit in the GSBM 

                  status for the received block.



	c)  When the CCS has finished sending all of the blocks in the current group, it 

                  resends any missing blocks as indicated in the GSBMs for the current group.  

                 This resending is repeated until all of the missing blocks in the group have been 

                 received by the PES.



	d)  The PES writes the group to the PL MSD disk when it has received the complete 

                  group.

	     

	e)  If this is not the last group in the file, the CCS waits 160 seconds before sending 

                 the “Start File Transfer” command to PES with the Group Number incremented 

	    by one and the Block Number reset to one.



	f)  The PES rejects the “Start File Transfer” command if all blocks in the previous 

	     group have not been written to disk.  If rejected, PES will wait until group has 

	     been written before the next group will start.



	g)  When the CCS accepts the “Start File Transfer” command, it clears the Group 

	     Status Bit Map and updates the status (this cycle repeats until all groups are 

	     successfully transferred).  "Cycle" meaning Sequence 13 A to G.



	h)  When the CCS detects that the PES has received all of the blocks in the last 

                  group in the file, the CCS sends a “Terminate File Transfer” command to the 

                  PES,



	i)  When the PES receives the “Terminate File Transfer” command, it will close the 

                 file and write the last group to disk,

	

	j)  When the CCS receives the acknowledgment from the PL MDM stating the 

	    file transfer is complete, it will send a "File Transfer Complete" message to 

                MCC-H.



14.  If the file is needed at the payload facility, the file will be downloaded to the facility by a file download request from the payload facility processor to the PES.





4.1.4	File Download: Payload Mass Storage Device PL MSD) to Payload 

	Processor

		

The process of downloading a file from the PL MSD to a payload processor is (TBD).
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4.2	File Upload and Downlink Scenarios



	File Upload is the term and process used for uploading a file from a lower tier MSD or node (i.e., PL MSD, payload processor) to a higher tier MSD (i.e., C&C MSD, PL MSD).   File Downlink is the term and process used to downlink a file from the C&C MSD to the ground.



	Once the file is on the PL MSD, the file will nominally be downlinked through the Ku-Band system controlled and managed by the POIF.  However, files can be scheduled and downlinked through the S-Band system which is controlled and managed through the SSCC. 





4.2.1	   File Upload: Payload Processor to Payload Mass Storage 	  

	  Device (PL MSD)



The process of uploading a file from a payload processor to the PL MSD is (TBR).





4.2.2	  File Upload: Payload Mass Storage Device (PL MSD) to 

	 Command and Control Multiplexer/Demultiplexer (C&C MDM)



The process of uploading a file from the PL MSD to the C&C MDM is (TBD).





4.2.3	  File Downlink: Payload Multiplexer/Demultiplexer (PL MDM)  

	 to Ground via Ku-Band



Refer to Figure 3-5, File Downlink Overview (Ku-Band), for an illustration of this process.



�

Note:	This downlink scenario is still to be determined.  It has not been  resolved how the 

	PES will perform file downlink transfers via the Ku-Band system.





In this scenario, the file source is the PL MDM disk, and the file destination is the ground.



1.  A User submits an Operations Change Request (OCR) for a file downlink and waits for 

     its approval.



2.  Once the User's OCR is approved, the user will send a File Downlink Request Message 

     to the POIC privileged controller responsible for managing file downlinks.



3.  The POIC privileged controller will determine which downlink resource (Ku-Band or 

     S-Band) is available to support the requested file downlink.  If only S-Band downlink is 

     available, follow the S-Band scenario in Section 4.2.4.
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4.  For a Ku-Band downlink, internal POIC coordination is performed to ensure the 

     Ku-Band telemetry systems are configured for the file downlink:



	a.  The POIC will configure the Ku-Band system to support file downlink.



	b. The POIC will check the telemetry data to verify that the Ku-Band configuration 

	     was correctly reconfigured to support the downlink.



5.  The POIC privileged controller will ensure the desired file is on the PL MSD per 

     Scenario 4.2.1 File Upload: Payload Processor to PL MSD (TBD).



6.  The privileged POIC controller sends a command to the PL MDM PES to start the file 

     downlink. 



	a.  If there is an ongoing file downlink to the ground, the PES will reject the start 

                 file downlink command.  (If rejected, the POIC will re-send the command when 

	     the current downlink is completed), else,



7.  The PES initializes the file downlink application and retrieves the requested file.



	a.  If the requested file does not exist, the PL PES will terminate the file transfer 

	     and sends the ground a reject command response.



	b.  Else, the PES will retrieve the file from the PL MSD.



8.  The PES will process the file into downlink CCSDS packets.



9.  The PES will transfer the downlink packets to the ground, via the Automated Payload 

     Switch (APS) and High Rate Frame Multiplexer (HRFM), into the Ku-Band telemetry 

     stream.



10. The POIC receives the file downlink packets and checks the GSBM block number 

      parameters to ensure there are no missing blocks in the group.  Any missing blocks will 

      be downlinked again.



11. When the last block in the group is received, and there are no missing blocks, the 

      ground sends a “Terminate File Transfer” command to the PL PES indicating the last 

      block it received.



12. Once the entire User file is recovered and processed at the POIC, the User is notified 

      that  the file is stored at the POIC and is ready for retrieval  by the User.





4.2.4	   File Downlink: Payload Multiplexer/Demultiplexer (PL MDM)  

	  to Ground via S-Band 



Refer to Figure 3-7, File Downlink Overview (S-Band) for an illustration of this process.
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Note:	This downlink scenario is still (TBD).  It has not been determined how the PES 

	will perform file downlink transfers via the S-Band system.





In this scenario, the file source is the PL MDM disk, and the file destination is the ground.



1.  A User submits an Operations Change Request (OCR) for a file downlink and waits for 

     its approval.



2.  Once the User's OCR is approved, the User will send a File Downlink Request 

     Message to the POIF privileged controller responsible for managing file downlinks.



3.  The POIF privileged controller will determine which downlink resource (Ku-Band or 

     S-Band) is available to support the requested file downlink. If only Ku-Band downlink 

      is available, go to the Ku-Band scenario in Section 4.2.3.



4.  For an S-Band downlink, the POIF privileged controller will coordinate the use of the 

     S-Band downlink resources with the SSCC.



5.  The POIF privileged controller will ensure the desired file is uploaded to the C&C 

     MSD.



6.  The POIF privileged controller sends a “File Downlink Request Command” to the 

      SSCC.



7.  The SSCC will configure the on-board S-Band systems for the requested file downlink.



8.  The SSCC initiates the requested file downlink for the C&C MSD to ground file

     transfer and sends a message to the POIC that the file downlink has started.



9.  The on-board CCS processes the file into downlink CCSDS packets.



10. The SSCC receives the file downlink packets and checks the GSBM block number 

      parameters to ensure there are no missing blocks.  Any missing blocks will be 

      downlinked again.



11. When the last block in the group is received, and there are no missing blocks, the 

      ground sends a “Terminate File Transfer” command to the CCS indicating the last block 

      it received.



12. Once the entire User's file is recovered and processed at the SSCC, the file is placed in 

      the SSCC drop box.



13. The SSCC sends a message to the POIC stating the file downlink is complete and the 

      User's file is ready for retrieval in the SSCC drop box.



14. The POIC software will retrieve and store the file in PIMS and notify the user that the 

       file is ready for retrieval  at the POIC.
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4.3	EXPRESS File Transfer Scenarios



	File uploads and downloads to and from an EXpedite the PRocessing of Experiments to Space Station (EXPRESS) payload rack are routed and processed via the EXPRESS payload rack's Rack Interface Controller (RIC) processor.





4.3.1	File Download: Payload Mass Storage Device (PL MSD) to 

	EXPRESS Rack Interface Controller 



File transfer to the EXPRESS facility would first follow:



	-  Section 4.1.1- Ground to CCS File Uplink Scenario, sequences 1-10.

	-  Section 4.1.3 - CCS to PL MDM File Download Scenario, sequences 11-14.



15.  A file download command with the file's name, size in bytes, and destination APID  is 

      sent to the PES to initiate the file download to the EXPRESS facility.



	a.  If the requested file does not exist, the PES will reject the download command

	     and sends a reject command response to the ground.



	b.  If the EXPRESS Rack Interface Controller (RIC) is busy with another file 

	     transfer, the download command is rejected by the PES and sends a reject 

	     command response to the ground.



	c.  Else, the file download will start.



16.  The EXPRESS rack's RIC retrieves the requested file from the PL MDM and stores it  

       on the EXPRESS Memory Unit (EMU) for future routing.



17.  The ground commands the RIC to transfer the file to the appropriate EXPRESS facility 

       that requested the file download transfer.



�

Note:	Any errors that occur during the file download to the EMU will be sent to the 

	ground through command responses.





4.3.2	File Upload: EXPRESS Rack Interface Controller (RIC) to Payload 

	Mass Storage Device (PL MSD)



	In this scenario, the EXPRESS facility is the file source and the PL MSD is the file destination.



1.  A ground command is sent to the EXPRESS facility's Rack Interface Controller (RIC) 

      for initialization of a Payload Executive Processor's “PEP Service Request” requesting 

      a file upload.



2.  The “PEP Service Request” is sent from the RIC to the PL MDM Payload Executive 

     Processor (PEP) requesting the PEP to configure for a file upload.



4-10

3.  After the PEP receives the request, it performs the following tests:



	a.  If a file upload from another Remote Terminal (RT) is currently in progress, 

                  the PEP rejects the request and sends the RIC a “Request Response” indicating 

                  the cause of the rejection.  If rejected, the ground must wait until the current file 

	      upload is complete and re-send the file upload request to the PEP. 

	

	b.  If the specified file is currently  in use (open), the PEP rejects the request and 

                 sends the RIC a "Request Response” indicating the cause of the rejection.  Once 

	     the open file is closed, the ground can re-send the file upload request to the PEP.

	

	c.  If the requested file name is unknown, the PEP sends the RIC a response stating 

                 a new file has been created.



	d.  If the PL MSD does not have sufficient storage space, the PEP rejects the 

                 upload request  and sends the RIC a rejection response. If rejected, the POIC 

	     privileged controller must first clear disk space before the ground can upload 

	     the file.



	e.  Else, the file upload is initiated.

						

4.  The RIC retrieves the specified file from the EXPRESS Memory Unit (EMU) and 

     formats the file into 256 word blocks.



5.  The RIC begins uploading blocks to the PEP:



	a.  The first block uploaded contains the file's name, size in bytes, and the number 

                 of blocks to be uploaded.



6.  As the PEP receives blocks from the RIC:



	a.  The PEP monitors a sequence counter on each block.



	a.  If the block is received successfully, no response is given to the RIC. 



	b.  If an error or out of sequence occurs, the PEP sends the RIC a “Request 

                 Response”  indicating  the error and to resend starting from a specified block 

                 number.



7.  The PEP receives all blocks and issues a “Request Response” to the RIC stating the file 

     upload was successful and that all blocks were received.



�

Note:	A ‘PEP Service Request" from the RIC or the PEP can stop a  file upload at any 

	time. 





8.  The RIC closes the file transfer upload application.



9.  The PEP reconstructs the blocks into a file and stores the file on the PL MSD for future 

      processing.
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10. If the uploaded EXPRESS file is needed on the ground, the scenario in Section 4.2.3 

      File Downlink: PL MDM to Ground (Ku-Band), or the scenario in Section 4.2.4 File 

      Downlink: PL MDM to Ground (S-Band) would be followed depending on the path 

      taken for the downlink.





4.4	Portable Computer System (PCS) File Transfer 

	Scenarios



	The Portable Computer System (PCS) has the capabilities of transferring files to and from, requesting file directory listings, and file downlink requests with the PL MDM.  The following are the processes involved for this capability.



1.  Upon receipt of a PCS Read File Request, the PEP shall obtain the specified file from 

     the PL MSD and send it to the requesting PCS.



2.  Upon receipt of a PCS Write File Request, the PEP shall obtain the file from the 

     requesting PCS and store it on the PL MSD.



3.  Upon receipt of a PCS MSD Directory Request, the PEP shall obtain the directory list 

     of the PL MSD and send it to the requesting PCS.



4.  Upon receipt of a PCS File Downlink Request, the PEP shall obtain the file from the 

     requesting PCS and send it to the APS via the High Rate Data Link (HRDL) for 

     downlinking to the ground utilizing the Ku-Band system.
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�SECTION 5,  Functional Flow Diagrams



	This section contains functional flow diagrams and supporting text for each real-time operational scenario in the previous section.  Initial conditions and any assumptions are described, and the flow diagram depicts the file and/or memory transfer from the point where it is ready to be moved from its source device to the point where it is received at its destination.  The actions taken to verify the status of the file and/or memory transfer are also described.  Any regular operational exceptions to the functional flow are listed.  For example, the Mission Control Center- Moscow (MCC-M) has its own communications procedures and processes to transfer files and memory to and from the Russian segment.



	These functional flows establish the roles and responsibilities for the various facilities, organizations, and software in performing file and memory transfer and establish the points of decision/action during the process that are used to develop Decision Action Diagrams (DAD).



	Note that the numbering of the flow blocks does not necessarily indicate the time sequence of the functions.  The numbers are used to describe the diagram in the accompanying text and for reference by the reader.  Shaded flow blocks indicate that the function is performed by software.



	Note that a small numbered box in the upper left corner of an operations block indicates that a lower level functional flow exists for this activity.  This allows the higher level functional flows to have a consistent level of detail and provides for a modular reuse of functions to build more complex flows.  An example of a lower level function is the production of an integrated file uplink plan and the transfer of a User's uplink file data to the Payload Operations Integration Center (POIC) for uplink.





5.1	File Uplink: Ground to Command and Control Software 

	(CCS) Functional Flow



	This function is an example of a direct file transfer.  The source for this file transfer is the Space Station Control Center's (SSCC) File Uplink Queue software, and the destination device is the on-board CCS disk.  Note that the file to be transferred originated on the ground, was processed through the POIC, and was placed in the SSCC file transfer uplink queue storage with SSCC coordination.



	Refer to Figure 5-1,  File Uplink Initial Conditions, for the steps necessary to schedule and manage a User's uplink file to the point where it is ready to be uplinked to the CCS disk.



	Refer to Figure 5-2,  File Uplink: Ground to C&C MSD Functional Flow, for an illustration of this file transfer uplink process.
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FIGURE 5-1  FILE UPLINK INITIAL CONDITIONS
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FIGURE 5-2  FILE UPLINK: GROUND TO C&C MSD FUNCTIONAL FLOW
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FIGURE 5-2  FILE UPLINK: GROUND TO C&C MSD FUNCTIONAL FLOW (continue)
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The assumptions and initial conditions for this functional flow are:



1) The file to be uplinked has been created at one of the various User facilities.  Any user 

    verification at the creation facility has been successfully completed.



2) Users have transferred their uplink files via communications networks to the POIC's 

    Payload Information Management System (PIMS) software file transfer directory. 

    Any required checking and validation was performed, and the uplink files were 

    transferred to the SSCC’s external file server.



3)  The User's file transfer requirements have been provided to the POIC for use in the 

     planning and scheduling process.  The POIC used the Flight Ground Management Tool 

     (FGMT) software to produce an integrated uplink plan.  File transfer requirements were 

     combined with other uplink resource users/providers such as commanding 

     requirements, planned On-board Short Term Plan (OSTP) uplink requirements, and 

     Tracking and Data Relay Satellite System (TDRSS) availability to produce an integrated 

     uplink schedule.



4)  The integrated file uplink plan has been distributed and agreed to by all affected parties.  

     The parties include International Partners (IP), the SSCC ODIN controller, and the 

     POIC’s Uplink/Downlink Officer (UDO) controller.



5)  The SSCC file uplink software retrieved the file from the HOSC external file server and 

     stored it in the SSCC until a "Uplink File Request" was received from the POIC.



6)  The SSCC ODIN controller and POIC privileged controller positions pre-coordinated 

     the file uplink requirements using the "File and Memory Transfer" voice loop.



7)  A POIC privileged controller or the FGMT sent an "Uplink File Request" at the 

     appropriate scheduled time to request the SSCC to uplink the User's file.



8)  The SSCC file uplink software retrieved the file from its SSCC storage location and 

     processed it for uplink by formatting the file into blocks and placing it in the SSCC File 

     Uplink Queue for the next available uplink channel key (channel one or two).



	This concludes the initial conditions for the file uplink function.  These following steps are described in a lower level functional flow because they are performed for more than one type of file uplink.  The User's file is now in its source position on the SSCC uplink queue's disk.
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File Uplink: Ground to the Command and Control Software (CCS) Functional Flow



1)  The SSCC (MCC-H)  file uplink software transmits a "Set File Name" command to the 

     C&C software.  This command has the Transfer APID set to the source/destination 

     pairing of MCC-H to C&C software and the Channel Key set to use either Channel 1 or 

     2.



2)  The C&C software checks the requested channel for an uplink already in progress on 

     that channel.  If there currently is an uplink on the requested channel, then the C&C

     software rejects the "Set File Name" command.  The SSCC will receive a command 

     rejection response and will change the Channel key and resend the "Set File Command" 

     as shown in Figure 5-3,  Decision/Action Diagram (DAD) 5.1-1.



3)  If the C&C software accepts the "Set File Command", it sets the file uplink status "File 

     Name Set" downlink telemetry indicator to a value of one.  This signals the ground that 

     the C&C software is ready to proceed with the uplink file transfer.



4)  The MCC-H monitors the "File Name Set" telemetry indicator and, when it detects a 

     value of one, it transmits a "Start File Transfer" command to the C&C software with the 

     following data values:



	- the Transfer APID set to the source/destination pairing of MCC-H to C&C 

               software.

	- the transfer Group number set to a value of one.  There can be a maximum of ten 

	   groups in a file, and the Group number will be incremented as necessary.

	- the Block number set to a value of one.  There can be a maximum of 1,600 blocks 

	   in each group.

	- the size in bytes of the uplink file.



5)  The C&C software uses the size of the uplink file to check the disk space on the C&C 

     MSD to determine if there is enough space to hold the file to be uplinked.  If there is 

     insufficient space on the disk, the C&C software will reject the "Start File Transfer" 

     command by sending a command rejection response as shown in Figure 5-4,  

     Decision/Action Diagram (DAD) 5.1-2.



6)  If the C&C software accepts the "Start File Transfer" command it clears (zero fills) the 

     Group Status Bit Map (GSBM) for the appropriate channel.  This indicates to the 

     ground that the C&C software is ready to start receiving the file uplink data.



7)  When the MCC-H software detects that the GSBM for the requested channel has been 

     cleared, it transmits a "File Transfer Block N" command, where N is the Block 

     number in a range from one to 1,600 for the current Group.  (The Group number is 

     currently set to a value of one for the first group in the uplink, and will be incremented 

     to a maximum value of ten.)  Note that this step is the beginning of a repeated file 

     transfer loop (steps 7 through 10 below) commonly referred to as "staging" the file 

     transfer commands for validation that each block in a group was received on-board.



8)  The C&C software receives the file transfer uplinked data for Block N and sets the 

     appropriate block N bit in the GSBM to a value of one to indicate that it was 

     successfully received on-board.  This will be used to verify that all of the blocks in the 

     group were received on-board.
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FIGURE 5-3  DECISION/ACTION DIAGRAM (DAD) 5.1-1
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FIGURE 5-4  DECISION/ACTION DIAGRAM (DAD) 5.1-2
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9)  The C&C software transmits the current GSBM information to the ground as part of the 

      0.1 Hz S-Band telemetry downlink.  This means a new GSBM for the file transfer 

     uplink channel will be received on the ground every ten seconds.



10) The MCC-H software will increment the Block number and continue uplinking the 

      blocks until all 1,600 blocks of the current group have been uplinked.  When all of the 

      blocks in the current group have been uplinked (block number N equals 1,600), then 

      the GSBM is checked to see which blocks were not received.  Any missing blocks 

      indicated by a value of zero in the GSBM will be retransmitted until all of the blocks in 

      this group have been successfully received on-board.  This staging loop of repeated 

      actions began with step 7 above.



11) Once the C&C software has successfully received all of the blocks in the current group 

      (Block number N equals 1,600 and any missing blocks were retransmitted), then the 

      C&C software writes the current Group to the C&C MSD disk.



12) If the current group is the last group in the uplink file, the MCC-H software would 

      transmit a "Terminate File Transfer" command.  A uplink file can have a maximum of 

      ten groups.   Most uplink files will consist of more than one group, so the normal 

      functional flow will assume that there is more than one Group in the uplink file.



13)  If this is not the last group in the uplink file, then the ground must allow 

       time for the C&C software to finishing processing the previous group and write the 

       previous group to the C&C MSD.  The MCC-H ground software will wait 160 

       seconds before starting the process over with the next group in the uplink file.  To start 

       this process over, the MCC-H ground software will:



	- increment the Group number value by one (to a maximum value of ten).

	- reset the Block number N to a value of one.

	- transmit a new "Start File Transfer" command.



      For the purpose of our functional flow, this cycle repeats back to step 6 and continues 

      until step 12 is true.  When the C&C software receives the "Start File Transfer" 

      command for the new Group, it will clear the GSBM (reset to all zeroes) and update the 

      File Uplink Status for the selected channel.  These are the same responses to the "Start 

      File Transfer" command that were performed for the first Group in the file uplink.



14) If the MCC-H ground software attempts to start the uplink of a new group before the 

      C&C software has completely finished writing the previous group to disk, then the 

      C&C software will reject the new "Start File Transfer" command as shown in 

      Figure 5-5,  Decision/Action Diagram (DAD) 5.1-3



15) If step 12 is true and this is the last Group of the uplink file, the MCC-H ground 

      software checks to be sure all blocks were received (waiting the usual 160 seconds, and 

      going through the retransmittal of any missing blocks) and instead of sending another 

      "Start File Transfer" command to the C&C software, will send a "Terminate File 

      Transfer" command for the appropriate uplink channel.



16) The C&C software will respond to the "Terminate File Transfer" command by closing 

      the disk file and clearing the file uplink status "File Name Set".  This places the C&C 

      software in the position to receive a new "Set File Name" command and repeat the 

      file transfer uplink process.
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FIGURE 5-5  DECISION/ACTION DIAGRAM (DAD) 5.1-3
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17) Note that the MCC-H ground software may abort the file transfer uplink process before 

      the completion of the current file's uplink by sending a "Terminate File Transfer" 

      command at any time.  The "Terminate File Transfer" command must have the 

      following information (for normal termination or to abort a file uplink in progress:



	- the Transfer APID set to the source/destination pairing of MCC-H to C&C 

	  software.

	- the appropriate file uplink channel (one or two) selected.



18) The C&C software will respond to a "Terminate File Transfer" command to abort a 

      file transfer uplink in progress in the same fashion as a normal termination command.  

      It will close the C&C MSD file and clear the file uplink status "File Name Set".  

      This will place the C&C software in the position to receive a new "Set File Name" 

      command and repeat the file transfer uplink process.
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	(CCS) Pass-Through Functional Flow



	This function is an example of a direct file transfer.  The source for this file transfer is the user’s ground processor/software, and the destination device is the payload end node facility or payload processor disk.  Note that the file to be transferred originated on the ground, was included in the POIC's development of an integrated uplink schedule since both file uplinks and pass through file uplink commanding utilizes the same network channels.



	This type of file transfer is the currently planned method for the European Space Agency (ESA).  Pass-through file transfers are not processed by the POIC and do not use the "staged" verification on the CCS MSD disk.  In other words, there is no use of a Group Status Bit Map from the CCS, the destination portion of the APID is the payload end node facility or payload processor and not the C&C MSD, and the files consist only of data load commands.  



	Refer to Figure 5-6,  Pass-Through File Uplink Initial Conditions, for the steps necessary to schedule and manage a User's uplink file to the point where it is ready to be uplinked and passed through the CCS MSD on its way to the payload end node facility or payload processor.



	Refer to Figure 5-7,  File Uplink: Ground to C&C MSD Pass-Through  Functional Flow, for an illustration of this file transfer uplink process.



File Uplink: Ground to CCS Pass-Through Initial Conditions and Assumptions



The assumptions and initial conditions for this functional flow are:



1)  The file to be uplinked has been created at one of the various User facilities.  Any user 

     verification at the creation facility has been successfully completed.



2)  The User's file uplink command requirements have been provided to the POIC for use 

     in the planning and scheduling process.  



3)  The POIC used the FGMT software to produce an integrated uplink plan.  File transfer 

     requirements were combined with other uplink resource users/providers such as 

     commanding requirements, replanned OSTP uplink requirements, and TDRSS 

     availability to produce an integrated uplink schedule.



4)  The integrated file uplink plan has been distributed by the POIC and agreed to by all 

     affected parties.  The parties include the International Partners (IP) and the SSCC 

     controllers.



6)  The SSCC ODIN and POIC controllers pre-coordinated the file command uplink 

     requirements using the "File and Memory Transfer" voice loop.
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FIGURE 5-6  PASS-THROUGH FILE UPLINK INITIAL CONDITIONS
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FIGURE 5-7  FILE UPLINK: GROUND TO C&C MSD PASS THRU FUNCTIONAL FLOW





5-14

�

7)  The SSCC software automatically checked each data load command against a set of 

      predefined criteria as defined in SSP-41154, Software Interface Control Document 

      (ICD) Part 1, United States On-Orbit Segment to United States Ground Segment 

      Command and Telemetry Document.  If the command fails the SSCC verification 

      check, the command will not be uplinked and a command response will be transmitted 

      to the command’s origination facility identifying the cause of the verification failure.  If 

      the commands do not pass the verification check, they follow the flow shown in the 

      Figure 5-8,  Decision/Action Diagram (DAD) 5.2-1.



      If the commands pass the verification check, they are placed in the SSCC command 

      uplink queue for uplink to the on-board C&C MDM.



	This concludes the initial conditions for the pass-through file uplink function.  These steps are described in a lower level functional flow because they may be performed for more than one  file uplink.



File Uplink: Ground to C&C Software Pass-Through Functional Flow



8)  The SSCC command uplink software transmits the data load commands to the on-board 

     C&C software.



9)  The on-board C&C software checks the destination portion of the APID and makes sure 

      it is a payloads destination.  The C&C software verifies the APID value against the 

      Current Value Table (CVT) APID values residing on the C&C MSD.  The CCS 

      performs very little verification (time, mode), and sends the commands on their way 

      ("pass through") to the appropriate end node facility as identified in the APID 

      destination.  Note that no data is stored on the C&C MSD for pass-through 

      commands.



10) The Data Load commands arrive at the User's end node facility or payload processor.  

       The C&C software responds with a Flight System Verifier- 2 (FSV-2) message to 

       the ground which will indicate that the file commands arrived at its destination.



	The User facility has the responsibility to verify that the file transfer was successful, that the contents of the file commands were correct, and to perform any other required processing of the file.
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FIGURE 5-8  DECISION/ACTION DIAGRAM (DAD) 5.2-1
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�5.3	File Download: Command and Control Software (CCS) to 

	Payload Mass Storage Device (PL MSD) Functional Flow



	This function is an example of an indirect file transfer.  The source disk for this file download is the C&C MSD and the destination disk is the PL MSD.  The file download is transferred at a rate of ten commands per second over the on-board 1553-B data bus. 



	Refer to Figure 5-9,  File Download: CCS to PL MSD Initial Conditions, for an illustration of the initial conditions required for this file download process.



	Refer to Figure 5-10,  File Download: CCS MSD to PL MSD Functional Flow, for an illustration of this download process.



File Download: CCS Disk to PL MSD Initial Conditions and Assumptions



The assumption for this functional flow is that the file to be downloaded already exists on the C&C MDM MSD disk.



The initial conditions are:



1)  The uplink was initiated by the MCC-H ground software at POIC direction.  



2)  The C&C software will send a "Set File Name" file download command to the PL 

     MDM. The "Set File Name" command sent by the C&C software will have the APID 

     source destination pairing set to CCS/PL MSD, the name of the file to be downloaded, 

     and the size of the file in bytes.



3)  The Payload Executive Software (PES) residing on the PL MDM will detect the "Set 

     File Name" command from the C&C software and will:



4)  Use the file size to verify that there is sufficient space on the PL MSD disk to allow the 

     file to be transferred.  If there is insufficient disk space, then the PES software will 

     issue a Command Reject response as shown in Figure 5-11,  Decision/Action Diagram 

     (DAD) 5.3-1.



5)  If there is sufficient space on the PL MSD disk, then the PES software will respond to 

     the "Set File Name" command with a "Start File Transfer" command.  The "Start File 

     Transfer" command will include the following information:



	- the size of the file in bytes.



	- the Group Number set to a value of one.



	- the Block Number set to a value of one.



	- the APID source/destination pairing set to CCS/PL MSD.
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FIGURE 5-9  FILE DOWNLOAD: CCS TO PL MSD INITIAL CONDITIONS
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FIGURE 5-10  FILE DOWNLOAD: CCS TO PL MSD FUNCTIONAL FLOW
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FIGURE 5-11  DECISION/ACTION DIAGRAM (DAD) 5.3-1
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�File Download: C&C MSD Disk to the PL MSD



1)  The C&C software clears a GSBM, updates its file transfer status, and begins sending 

     file transfer commands over the 1553-B bus to the PES software for blocks 1 to 1,600 

     of the current group.



2)  The PES software receives each of the blocks and sets the appropriate bit in the GSBM 

     to a value of one to indicate that the block was received.



3)  When the C&C software has finished sending the last block (number 1,600) of the 

     current group, it checks the GSBM and resends any missing blocks in the current 

     group.  This is repeated until all of the missing blocks in the current group have been 

     received by the PES software.



4)  When all of the blocks in the current group have been successfully received by the PES 

     software, the PES software writes the current group to the PL MSD.



5)  If this is not the last group in the file, the C&C software waits 160 seconds before 

     sending another "Start File Transfer" command for the next group.  This new "Start File 

     Transfer" command will have the Group Number incremented by one (maximum 

     number of groups in a file is ten), and the Block Number reset to a value of one.  The   

     160 second pause is to allow time for the PES software to write the previous group to 

     the PL MSD and to do any required processing of the GSBM.



6)  If the PES software has not finished writing all of the blocks from the previous group to 

     the PL MSD, then it will reject the new "Start File Transfer" command by returning a 

     Command Reject response as shown in Figure 5-12,  Decision/Action Diagram 

     (DAD) 5.3-2.



7)  When the PES software accepts the "Start File Transfer" for the next group, it will clear 

     the GSBM, update its status, and repeat the process for the new group.  This cycle 

     repeats from sequence number one until sequence number five is true and this is the last 

     group in the file.



8)  When the C&C software detects that the PES software has finished receiving all of the 

     blocks in the last group in the file, it sends a "Terminate File Transfer" command to the 

     PES software.



9)  The PES software responds to the "Terminate File Transfer" command by writing the 

     last group to the PL MSD, closing the file, and resetting its file transfer status to 

     complete.



10) When the C&C software receives an acknowledgment from the PES software on the 

      PL MDM that the file transfer is complete, it sends a "File Transfer Complete" message 

      in the S-Band telemetry stream to the MCC-H file transfer software.  The telemetry can 

      be monitored by the POIC and/or User facilities to verify that the file download was 

      successful.
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FIGURE 5-12  DECISION/ACTION DIAGRAM (DAD) 5.3-2
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�5.4	File Download: PL MSD to Payload Processor 

	Functional Flow

	

	The functional flow of downloading a file from the PL MSD to a Payload Processor is (TBD).





5.5	File Upload: Payload Processor to PL MSD Functional 

	Flow



	The functional flow of uploading a file from a Payload Processor to the PL MSD is (TBD).
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�5.6	File Upload: Payload Mass Storage Device (PL MSD) to 

	Command and Control Multiplexer/Demultiplexer (C&C 	MDM) Functional Flow



	The functional flow of uploading a file from the PL MSD to the C&C MSD is (TBD).



5.7	File Downlink: Payload Multiplexer/Demultiplexer 

	(PL MDM)  to Ground via Ku-Band Functional Flow



	This function is an example of an indirect file transfer.  The source disk for this file downlink is the Payload MSD disk and the destination disk is the POIC Ku-Band downlinked telemetry processor.  The file downlink is transferred via the on-board Communications and Tracking (C&T) system for regular Ku-Band downlink telemetry.  The C&T system uses the on-board Automated Payload Switch (APS) and High Rate Frame Multiplexer (HRFM) to incorporate the file transfer into the Ku-Band downlink telemetry.



	Refer to Figure 3-5,  File Downlink Overview (Ku-Band), for an illustration of the general file downlink process.



	Refer to Figure 5-16,  File Downlink: PL MDM  to Ground via Ku-Band Initial Conditions, for the initial conditions required for this process.



	Refer to Figure 5-17,  File Downlink: PL MDM to Ground via Ku-Band Functional Flow, for an illustration of this file downlink process.



File Downlink: Payload MDM to Ground via Ku-Band Initial Conditions and Assumptions



The assumption for this functional flow is that the file to be downlinked already exists on the PL MSD disk.  There is also a (TBD) assumption that the POIC will have the capability to downlink files via Ku-Band or S-Band telemetry.  The current capability is Ku-Band downlink only, but we included the S-Band capability in the scenarios and functional flow diagrams.



The initial conditions are that the User has an approved Operations Change Request (OCR) for the downlink, and the POIC privileged controller has made the necessary preparations and coordination with other POIC controllers for the Ku-Band downlink:



1)  The User submits an OCR for a file downlink to the POIC.



2)  The POIC privileged controller will determine which downlink resource (Ku-Band or 

     S-Band) is available.  This functional flow assumes the Ku-Band was chosen.  The 

     POIC privileged controller will also determine the best time to perform the requested 

     downlink.
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FIGURE 5-16  FILE DOWNLINK: PL MDM TO GROUND VIA KU-BAND INITIAL CONDITIONS
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FIGURE  5-17  FILE DOWNLINK: PL MDM TO GROUND VIA KU-BAND FUNCTIONAL FLOW





5-26

�3)  POIC internal coordination is required to perform a Ku-Band downlink.  The POIC will 

     ensure that the Ku-Band telemetry systems (on-board and ground) are in the proper 

     configuration at the proper time for the downlink to occur.  The POIC will make the 

     appropriate Ku-Band system commanding and then verify through downlink telemetry 

     that the system configuration was accomplished correctly and that the configuration is 

     ready to support the downlink at the scheduled time.



4)  The POIC privileged controller will ensure that the User's file is resident on the PL 

     MSD.  If the file is not currently on the PL MSD, then the POIC controller will 

     coordinate the upload file transfers to get the User's file onto the PL MSD.



	This concludes the initial conditions for the file downlink from the PL MDM to the ground via Ku-Band.



File Downlink: Payload MDM to Ground via Ku-Band Functional Flow



1)  The POIC privileged controller sends a start file downlink command to the PES residing 

     on the PL MDM.  



2)  The PES software will reject the start file downlink command if there is already a file 

     downlink in progress.  The PES software will respond with a Command Reject 

     Response and the POIC privileged controller will reissue the start file downlink 

     command after the current downlink has finished, as shown in 

     Figure 5-18,  Decision/Action Diagram (DAD) 5.7-1.



3)  If the start file downlink command is accepted by the PES software, then the on-board 

     file downlink application will be initialized and the requested file will be retrieved from 

     the PL MSD.   If the requested file does not currently exist on the PL MSD, then the file 

     downlink application will send an error response to the PES software and the file 

     transfer activity will be terminated.  The termination flow is shown in Figure 5-19, 

     Decision/Action Diagram (DAD) 5.7-2.



4)  The PES software will process the retrieved file into CCSDS downlink packets and 

     transfer the packets via the APS and the HRFM into the Ku-Band telemetry downlink 

     stream.



5)  The POIC ground software will receive the downlinked packets.



6)  This process is repeated until the last block of the last group (maximum of ten groups) 

     in the file has been received.  When the last group has finished and there are no missing 

     blocks, then the POIC ground software sends a "Terminate File Transfer" command to 

     the PES software.



7)  When the PES software receives the "Terminate File Transfer" command from the 

     ground it closes the on-board file downlink application.



	This concludes the file downlink from the PL MDM to the ground via Ku-Band.  The POIC must notify the User that their requested downlink file has been received and processed at the POIC and is ready for the User to retrieve.
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FIGURE 5-18  DECISION/ACTION DIAGRAM (DAD) 5.7-1
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FIGURE 5-19  DECISION/ACTION DIAGRAM (DAD) 5.7-2
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�5.8	File Downlink: Payload Multiplexer/Demultiplexer 	to Ground via S-Band Functional Flow



	This function is an example of an indirect file transfer.  The source disk for this file downlink is the Payload MSD disk and the destination disk is the POIC S-Band downlinked telemetry processor.  The file downlink is transferred via the on-board C&T system for regular S-Band downlink telemetry.  Refer to Figure 3-6,  File Downlink Overview (S-Band), for an illustration of the general file downlink process.



	Refer to Figure 5-20,  File Downlink: PL MDM to Ground via S-Band Initial Conditions, for an illustration of the initial conditions required for this process.  Refer to Figure 5-21,  File Downlink: PL MDM to Ground via S-Band Functional Flow, for an illustration of this file downlink process.



File Downlink: Payload MDM to Ground via S-Band Initial Conditions and Assumptions



The assumption for this functional flow is that the file to be downlinked already exists on the PL MSD disk.  There is also a (TBD) assumption that the POIC will have the capability to downlink files via S-Band telemetry.  The current capability is Ku-Band downlink only, but we included the S-Band capability in the scenarios and functional flow diagrams.



The initial conditions are that the User has an approved OCR for the downlink, and the POIC privileged controller has made the necessary preparations and coordination with the SSCC for the S-Band downlink:



1)  The User submits an OCR for a file downlink to the POIC.



2)  When the User's OCR has been approved, the User sends a "File Downlink Request" 

     message to the privileged POIC controller who is responsible for coordinating and 

     managing payload telemetry downlinks.



3)  The POIC privileged controller will respond to the User's "File Downlink Request" by 

     determining which downlink resource (Ku-Band or S-Band) is available.  This 

     functional flow assumes the S-Band was chosen.  The POIC will coordinate with the 

     SSCC to  determine the best time to perform the requested downlink.



4)  The POIC privileged controller will ensure that the User's file is resident on the C&C 

     MSD.  If the file is not currently on the C&C MSD, then the POIC controller 

     will coordinate the upload file transfers to get the User's file onto the C&C MSD

     (the file transfer process to the C&C MSD is TBD).



5)  The POIC privileged controller will send a "File Downlink Request Command" to the 

     SSCC before the appropriate downlink time.



6)  The SSCC controllers and downlink software will configure the on-board S-Band 

     systems to perform the requested file downlink.



	This concludes the initial conditions for the file downlink from the PL MDM to the ground via S-Band.
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FIGURE 5-20  FILE DOWNLINK: PL MDM TO GROUND VIA S-BAND INITIAL CONDITIONS
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FIGURE 5-21  FILE DOWNLINK: PL MDM TO GROUND VIA S-BAND FUNCTIONAL FLOW
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�File Downlink: Payload MDM to Ground via S-Band Functional Flow



1)  The SSCC controllers and downlink ground software initiate the requested file 

     downlink from the C&C MSD and monitor the on-board C&C software command 

     response.



2)  The C&C software will reject the start file downlink command if there is already a file 

     downlink in progress.  The C&C software will respond with a Command Reject 

     Response and the SSCC controller and software will reissue the start file downlink 

     command after the current downlink has finished, as shown in Figure 5-22, 

     Decision/Action Diagram (DAD) 5.8-1.



3)  If the C&C software accepts the downlink request, the SSCC sends an 

     acknowledgment message to the POIC that the file downlink has started.



4)  If the start file downlink command is accepted by the C&C software, then the on-board 

     file downlink application will be initialized and the requested file will be retrieved from 

     the PL MSD.  If the requested file does not currently exist on the PL MSD, then the file 

     downlink application will send an error response to the C&C software and the file 

     transfer activity will be terminated, as shown in Figure 5-23,  Decision/Action Diagram 

     (DAD) 5.8-2.



5)  The C&C software will process the retrieved file into CCSDS downlink packets and 

     transfer the packets via the S-Band telemetry downlink stream.



6)  The SSCC ground software will receive the downlinked packets and check the GSBM 

      to verify that all blocks in the group were successfully downlinked.  If there are any 

      missing blocks, they will be downlinked again until all of the blocks in the group are 

      received on the ground.  The C&C software will wait 160 seconds before sending a 

      new transfer command in order to allow the SSCC ground software to write the 

      previous group and to process the GSBM.



7)  This process is repeated until the last block of the last group (maximum of ten groups) 

     in the file has been received.  When the last group has finished and there are no missing 

     blocks, then the SSCC ground software sends a "Terminate File Transfer" command to 

     the C&C software.



8)  When the C&C software receives the "Terminate File Transfer" command from the 

     ground it closes the on-board file downlink application and clears the GSBM.



	This concludes the file downlink from the PL MDM to the ground via S-Band.  The SSCC ground software will process the User's file and place it in the SSCC drop box.  The SSCC controller will send a message to the POIC that the file downlink is complete and the User's file is ready to be retrieved from the SSCC drop box.  The POIC retrieval software will fetch the file and notify the User that the requested file is ready for retrieval in PIMS.
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FIGURE 5-22  DECISION/ACTION DIAGRAM (DAD) 5.8-1
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FIGURE 5-23  DECISION/ACTION DIAGRAM (DAD) 5.8-2
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�5.9	File Download: Payload Mass Storage Device (PL MSD) 

	to EXPRESS Rack Memory Unit (EMU) Functional Flow



	This function is an example of an indirect file transfer.  The source disk for this file download is the Payload MSD and the destination disk is the EXPRESS rack's Memory Unit (EMU) disk.  The file download is transferred via the on-board 1553-B bus.



	Refer to Figure 5-24,  File Download: PL MSD to EXPRESS rack EMU Functional Flow, for an illustration of this download process.



File Download: Payload MSD to EXPRESS rack EMU Initial Conditions and Assumptions



The assumption for this functional flow is that the file to be downloaded already exists on the PL MSD.



File Download: Payload MSD to EXPRESS rack EMU Functional Flow



1)  The POIC controllers initiate the requested file download by sending a start file 

     download command with the name of the file, the size of the file in bytes, and the APID 

     source/destination pairing set to the PL MSD and the appropriate EXPRESS rack’s 

     Rack Interface Controller (RIC).  The EXPRESS rack’s RIC acts as an intermediary 

     device and will store all received data on the EMU and route it from the EMU to the 

     other EXPRESS rack payload processors as required.

 

2)  The on-board PES  software will reject the start file download command if there is 

     already a file download in progress.  The PES software will respond with a Command 

     Reject Response and the POIC controller and software will reissue the start file 

     download command after the current download has finished, as shown in 

     Figure 5-25,  Decision/Action Diagram (DAD) 5.9-1.



3)  The on-board PES  software will reject the start file download command if the requested 

     file does not currently exist on the PL MDM MSD disk.  The PES software will respond 

     with a Command Reject Response and the POIC controller and software will reissue the 

     start file download command after the requested file has been transferred to the PL 

     MSD.  This is shown in Figure 5-19,  Decision/Action Diagram (DAD) 5.7-2.



4)  If the start file download command is accepted by the PES software, then the on-board 

     file download application will be initialized and the requested file will be retrieved from 

     the PL MSD and the file download started.



5)  The PES software will process the retrieved file into 1553-B local bus packets and 

     transfer the packets to the EXPRESS rack's EMU via the RIC.



6)  The EXPRESS rack's RIC will receive the 1553-B local bus packets and transfer the 

     file automatically to the EMU.  The RIC will transfer the file from the EMU to the 

     payload facility which requested the file download.  



This concludes the file download from the PL MSD to the EXPRESS rack's EMU.
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FIGURE 5-24  FILE DOWNLOAD: PL MSD TO EMU FUNCTIONAL FLOW
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FIGURE 5-25  DECISION/ACTION DIAGRAM (DAD) 5.9-1
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�5.10	File Upload: EXPRESS Memory Unit to Payload Mass 

	Storage Device (PL MSD) Functional Flow



	This function is an example of an indirect file transfer.  The source disk for this file download is the EMU disk  and the destination disk is the Payload MSD.  The file upload is transferred via the on-board 1553-B bus.



	Refer to Figure 5-26,  File Upload: EXPRESS rack EMU to PL MSD Initial Conditions, for an illustration of the initial conditions required for this file upload process.



	Refer to Figure 5-27,  File Upload: EXPRESS rack EMU to PL MSD Functional Flow, for an illustration of this file upload process.



File Upload: EXPRESS rack EMU to Payload MSD Initial Conditions and Assumptions



The assumption for this functional flow is that the file to be downlinked already exists on the EXPRESS rack EMU's disk.  The initial conditions required for this file upload are:



1)  A POIC ground command is sent to the EXPRESS facility's RIC to initialize a PEP 

     "PEP Service Request" for a file transfer upload.



2)  The EXPRESS facility's RIC transmits the "PEP Service Request" to the Payload 

     MDM PEP software requesting that the MDM PEP configure itself for a file transfer   

     upload.



3)  The PEP software will reject the "PEP Service Request" for configuration if there is 

     another file upload already in progress from a Remote Terminal (RT).  The PEP 

     software will indicate the cause of the rejection in a "Request Response" message.  The 

     EXPRESS facility RIC will wait until the RT upload is finished and send a new request, 

     as shown in Figure 5-28,  Decision/Action Diagram (DAD) 5.10-1.



4)  The PEP software will reject the "PEP Service Request" for configuration if there is 

     insufficient disk storage space on the PL MSD to store the file to be uploaded.  The PEP 

     software will indicate the cause of the rejection in a "Request Response" message, 

     shown in Figure 5-29,  Decision/Action Diagram (DAD) 5.10-2.



5)  The PEP software will reject the "PEP Service Request" for configuration if the upload 

     file is currently in use (open) on the PL MSD.  The PEP software will indicate the cause 

     of the rejection in a "Request Response" message.  The EXPRESS facility RIC will 

     wait until the file is closed and send a new request.  This is shown in Figure 5-30,  

     Decision/Action Diagram (DAD) 5.10-3.



6)  If the file to be uploaded is not currently a file on the PL MSD (unknown file name to 

     PEP), then the PEP software will respond to the "PEP Service Request" with a 

     "Request Response" message indicating that a new file has been created on the 

     destination disk.  This is shown in Figure 5-31,  Decision/Action Diagram  (DAD) 

     5.10-4.  A successful "Request Response" from the PEP software to the file upload 

     request concludes the initial conditions for this type of file transfer, and the file upload is 

     initiated.  The file to be uploaded resides on the EMU and will be manipulated by the 

     EXPRESS rack RIC.
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FIGURE 5-26  FILE UPLOAD: EXPRESS RACK EMU TO PL MSD INITIAL CONDITION
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FIGURE 5-27  FILE UPLOAD: EXPRESS RACK EMU TO PL MSD FUNCTIONAL FLOW
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FIGURE 5-28  DECISION/ACTION DIAGRAM (DAD) 5.10-1
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FIGURE 5-29  DECISION/ACTION DIAGRAM (DAD) 5.10-2
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FIGURE 5-30  DECISION/ACTION DIAGRAM (DAD) 5.10-3
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FIGURE 5-31  DECISION/ACTION DIAGRAM (DAD) 5.10-4
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1)  The EXPRESS facility RIC retrieves the requested file from the (EMU) and formats the 

     file into 256 word blocks.  The RIC initiates a file transfer upload software application  

     for the file upload.  The first block to be uploaded contains the name of the file, the size 

     of the file in bytes, and the number of blocks to be uploaded.  Each block has a 

     sequence counter used to verify that all blocks were received.



2)  The PEP software resident on the PL MDM receives each block uploaded from the RIC 

     and verifies the sequence counter.  If there are no missing blocks, then the PEP 

     software does not respond to the successfully received block.



3)  If the PEP software has an error receiving the block or a block's sequence counter is out 

     of order (a block is missing), then the PEP software will send a "Request Response" to 

     the EXPRESS rack RIC file upload application indicating the error and requesting the 

     file upload to resend starting at the missing or corrupted block's sequence counter.



4)  This cycle repeats until the PEP software has successfully received all of the blocks as 

     indicated in the block number count sent as part of the first block.  The PEP software 

     will respond to the last block with a "Response Request" indicating all blocks were 

     received and the file upload was successful.



5)  The EXPRESS rack RIC will respond to the PEP software's successful file upload 

     message by closing the file transfer upload software application and reconstructing the 

     256 word blocks back into a file on the PL MSD for further processing.



	This concludes the file upload from the EXPRESS rack's RIC to the PL MSD.  Note that a "PEP Service Request" from either the PEP software or the EXPRESS facility RIC can terminate a file upload at any time.





5.11	File Download: Payload Mass Storage Device (PL MSD) 

	to Portable Computer System (PCS) Functional Flow



	The functional flow for downloading a file from the PL MSD to a PCS is (TBD).





5.12	File Upload: Portable Computer System (PCS) to 

	Payload Mass Storage Device (PL MSD) Functional Flow



	The functional flow for uploading a file from a PCS to the PL MSD is (TBD).
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Abbreviations and Acronyms



APID	Application Process Interface Identifier

APM	Attached Pressurized Module

APS	Automated Payload Switch

ASCII	American Standard Code for Information Interchange



BIT		Built-In-Test

BST	Built-In-Test Summary Table



C&C	Command and Control

C&C MDM	Command and Control Multiplexer/Demultiplexer

C&T	Communication and Tracking

CAR	Command Acceptance Response

CCS	Command and Control Software

CCSDS	Consultative Committee for Space Data Systems

CEU	Control Electronics Unit

CHeCS	Crew Health Care System

CSCI	Computer Software Configuration Item

CVT	Current Value Table



DAD	Decision/Action Diagram

D/L		Downlink

DRAM	Dynamic Random Access Memory



EEPROM	Electrically Erasable Programmable Read Only Memory

EHS	Enhanced HOSC System

EMU	EXPRESS Memory Unit

ESA	European Space Agency

EXPRESS	EXpedite the PRocessing of Experiments to Space Station



FGMT	File Ground Management Tool

FMT	File and Memory Transfer

FSV	Flight System Verifier



GNC	Guidance Navigational Computer

GSBM	Group Status Bit Map



HOSC	Huntsville Operations Support Center

HRDL	High Rate Data Link

HRFM	High Rate Frame Multiplexer

Hz		Hertz



ICD		Interface Control Document

IDD		Interface Design Document

IMS		Inventory Management System
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IP		International Partner

ISPR	International Standard Payload Rack

ISS		International Space Station



JEM	Japanese Experiment Module

JOIP	Joint Operations Integrated Procedure

JSC		Johnson Space Center



LAN	Local Area Network

LDP	Logical Data Path

LOS	Loss Of Signal



MCC-H	Mission Control Center - Houston

MCC-M	Mission Control Center - Moscow

MDM	Multiplexer/Demultiplexer

MMC	Mission Management Computer (APM)

MSD	Mass Storage Unit

MSFC	Marshall Space Flight Center



NASDA	National Space Development Agency of Japan

NSOC	NASDA Space Operations Center



OCMS	Operations Control Management Software

OCR	Operations Change Request

ODF	Operations Data File

ODIN	On-board, Data, Interfaces, and Networks (SSCC controller)

OIU		Orbiter Interface Unit

OSTP	On-board Short Term Plan



PCC	Partner Control Center

PCS	Portable Computer System

PEP		Payload Executive Processor

PES		Payload Executive Software

PIMS	Payload Integration and Management System

PL		Payload

PL MDM	Payload Multiplexer/Demultiplexer

PL MDM MSD	Payload Multiplexer/Demultiplexer Mass Storage Device

PODF	Payload Operations Data File

POIC	Payload Operations Integration Center

POIF	Payload Operations Integration Function



RAM	Random Access Memory

RF		Radio Frequency

RIC		Rack Interface Controller

RSA	Russian Space Agency

RT		Remote Terminal



S/G		Space/Ground (as in Space/Ground link)

SM		System Management

SODF	Shuttle Operations Data File

SRAM	Static Random Access Memory
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SSCC	Space Station Control Center

SSP		Space Station Program

SW		Software



TBD	To Be Determined

TBR	To Be Resolved

TDRSS	Tracking and Data Relay Satellite System

TSC	Tele-Science Center



UDO	Uplink/Downlink Officer

UOF	User Operations Facility

US		United States

USGS	United States Ground Segment

USOC	United States Operations Center

USOS	United States On-Orbit Segment
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GLOSSARY





File Transfer:



File:			Data stored on or retrieved from a disk.  Files are "addressed" by 

			(up to) 128 character American Standard Code for Information 

   			Interchange (ASCII) strings that include directory path and 

			file name.  The file name is limited to 32 characters  (1 to 65,535 

			Groups).



Group:			Files that are larger than the maximum size of a transfer command 

			are divided into groups of 409,600 16-bit words which is 1,600 				blocks of 256 words.



Block:			Groups are divided into "blocks.  A 256 word block of data is 

			transferred in a single transfer command  (256 16-bit words - last 

			block may be less than 256 words).



Group Status		Used to indicate the current transfer status of a group of blocks 

Bit Map (GSBM)	from the ground to CCS.  Reported in a 100-word row of 0.1 Hz 

			telemetry.



Flow Control:		Sender holds transmission of next block until receiver indicates 

			"ready to receive".



File Uplink		A File Uplink is a direct file transfer from the ground to the primary 

			C&C MDM.



File Downlink		A File Downlink is a direct file transfer from the C&C MDM to the 

			ground utilizing the S-Band system or PL MDM to the ground 

			utilizing the Ku-Band system.



File Upload		An indirect file transfer where a lower tier disk or node processor is 

			the file source and the CCS disk or PL MSD is the file destination.



File Download		An indirect file transfer where the CCS disk is the file source and 

			some lower tier disk or node processor is the file destination.



Memory Transfer:



Memory:		Static RAM (SRAM), Dynamic RAM (DRAM) or EEPROM.  

			Memory locations are identified by 32 bit addresses.



Data Load:		One block data transfer to contiguous RAM or EEPROM



Data Dump:		Data transfer from contiguous RAM or EEPROM - (Ground only)
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Multiplexer/Demultiplexer:



C&C MDM		Command and Control MDM resides in the United States On-board 

			Segment (USOS) and controls all command and telemetry to and 

			from the ISS.



CCS			Command and Control Software which controls the C&C MDM.



PL MDM		Payload MDM controls all functions to and from the payloads.



PES			Payload Executive Software which controls the PL MDM.



Commands



Data Load Command 	Commands which are used to transfer files to ISS.  They are 				270 (16-bit words) long and are the standard format used for 

                                    payload file transfers and memory load updates.



Standard Command	Used to instruct or set up end nodes (i.e., file transfer setup, start 				and terminate file transfer, etc.).  They are 64 (16-bit words) long.
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To Be Determined (TBD) and To Be Resolved (TBR) Items



Section		Page	Item 	Description



3.4.3		3-8	TBR	How will a file upload take place from the PL MDM to the 

				C&C MDM 



3.4.5		3-10	TBR	How will file and memory transfer via S-Band be 

				performed



3.6.3		3-17	TBD	Will the POIC have an S-Band downlink capability 



4.1.4		4-6	TBD	How will a file be downloaded from the Payload Mass 

				Storage Device (PL MSD) to a payload processor 



4.2.1		4-7	TBR	How will a file be uploaded from a payload processor to the 

				PL MSD



4.2.2		4-7	TBD	How will a file be uploaded from the PL MSD to the 

				Command Control Multiplexer/Demultiplexer (PL MDM) 



4.2.4		4-9	TBD	Will the PL MDM be able to upload file to C&C MDM



5.4		5-23	TBD	What is the functional flow for a file download from the 

				Payload Mass Storage Device (PL MSD) to a Payload 

				Processor ?



5-5		5-23	TBD	What is the functional flow for a file upload from a Payload 

				Processor to the Payload Mass Storage Device (PL MSD) ?



5.6		5-24	TBD	What is the functional flow for a file upload from the 

				Payload Mass 	Storage Device (PL MSD) to the Command 

				and Control Multiplexer/Demultiplexer (C&C MDM) ?



5-11		5-46	TBD	What is the functional flow for a file download from the 

				Payload Mass Storage Device (PL MSD) to a Portable 

				Computer System (PCS) ?



5-12		5-46	TBD	What is the functional flow for a file upload from a Portable 

				Computer System (PCS) to the Payload Mass Storage 

				Device (PL MSD) ?
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