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On-coming PAYCOM handover execution 00
DPC preparation and execution X X
POIC S/G enablement process. X
S/G voice protocol X X
PAYCOM situational awareness of crew and ground operations X X
PAYCOM to cadre operational interfaces KX
Initial preparation of daily PAYCOM products (logs, daily, repart, PCL and OBT log) X
PAYCOM use of console tools (docs, handboaks, training matrix, web sites, etc.) X
Final prep and submission of daily PAYCOM products
Off-gaing PAYCOM handover execution X
Entire crew moming shift X
Entire crew evening shift
Performance Phase Ill training
Perform on-coming PAYCOM handaver 00
Prepare DPC and observe its execution 00
Get POIC S/G enabled prior to DPC o
Observe S/G voice protocal 00
Maintain PAYCOM situational awareness of crew and ground operations 00
Properly use PAYCOM to cadre operational interfaces. 00
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Use PAYCOM console tools {docs, handbooks, training matrix, web sites) 00
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Get POIC S/G disabled after DPCe o
Prepare and submit final daily PAYCOM products 0
Perform off-going PAYCOM handover 00
Entire crew moming shift [
Entire crew evening shift 5]
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VOLUME 2: INCREMENT OPERATIONS

PREFACE

This document contains the Payload Operations Integration Center (POIC) Standard Operating Procedures (SOP).  These procedures address increment operations activities internal to the POIC, both stationwide and U.S. partner, activities between the POIC and NASA Users, and activities between the POIC and other organizations such as Telescience Support Centers (TSC), Payload Engineering Integration (PEI), and Payload Software Integration and Verification (PSIV/F).

Copies of this document may be obtained from the POIF home page web site at http://payloads.msfc.nasa.gov/station/.  Any questions or comments should be directed to Kim Owen/MSFC/FD32/(256) 544-2852 or via email at kim.owen@msfc.nasa.gov.
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0.1
INTRODUCTION
The operations concept for POIC payload operations requires the development of an efficient team consisting of the POIC cadre, the User Operations teams, and the payload crew.  This team concept requires a well-prepared group of people dedicated to getting the job completed.  The success of operating the ISS fully depends on developing a good mission design, having a well-trained payload crew with good on-board procedures, having a cohesive, trained cadre and User community, and practicing all of these facets in a high-fidelity environment.

This document defines the payload Standard Operations Procedures (SOP) for the POIC.  These procedures establish the standard operating procedures used in planning, organizing, and controlling the operations of POIC supported investigations as well as stationwide payload activities.  The procedures define the responsibilities, personnel interfaces, and the step-by-step operations.

0.2
PURPOSE
The purpose of this document is to provide consistent procedures for the conduct of payload operations for all payloads managed by the POIC.

0.3
scope
The procedures defined in this document apply only to the POIC cadre and NASA User organizations.  These procedures define the internal interfaces and tasks required to conduct realtime payload operations.  This Payload Operations Handbook (POH) does not contain procedures involving interfaces to International Partners (IP), Mission Control Center-Moscow (MCC-M), or Mission Control Center-Houston (MCC-H).

0.4
change control
The POIC POH will be under the control of the NASA Payload Operations Control Board (NPOCB).  Once baselined, changes to the POIC POH will require the submission of an Engineering Change Request (ECR) to the NPOCB.

0.5
reference documents
Concept of Operation and Utilization (SSP 50011-01, Rev C)

Execute Planning Process Definition (SSP 50474)

Generic Remote Joint Operations Procedures (RJOP-178C)

Generic Requirements for the EHS (MSFC-RQMT-1440)

Getting Started with HOSC Applications Software (HOSC-EHS-120)

HOSC Users Handbook (HOSC-HUH-233)

Increment Definition and Requirement Document (IDRD) (SSP 54103)

ISS Generic Requirements, Groundrules and Constraints, Vol. 2:  Execute (SSP 50261-02)

ISS Increment-Specific Execute Planning Groundrules and Constraints - Payload Portion

MSFC Space Shuttle Contingency Plan (MSFC-SSCP-5-77-REV-A)

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01)

Multilateral Payload Regulations (SSP 58002)

NASA Mishap Reporting and Investigating Policy (NPD 8621.1G)

NASA Payload Regulations (SSP 58313)

ODF Management Plan (SSP 50252)

On-Orbit Inventory Stowage Implementation Plan (SSP 50427)

OSTP Operations Manual (POIF-OC-0006)

Payload File Transfer Operations Manual (POIF-OC-0009)

Payload Support Systems (PLSS) Operations Manual (POIF-OC-0011)

Payload to Ground User Interface Definition Document (SSP 50305)

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

PIMS Ops Concept

POIC Capabilities Document (PCD) (SSP 50304)

POIF Payload Stowage Operations Manual (POIF-OI-0008)

Pressurized Payloads Generic Verification Plan (SSP 57010)

Station Program Implementation Plan (SPIP) Vol. 9:  Realtime Operations (SSP 50200-09)

Support Count Handbook (SCH)

Team Definition Document (TDD) (SSP 58303)

TDRSS Network Operations Support Plan (TNOSP) for ISS (450-602/ISS)

Timeliner Operations Manual (POIF-OC-0010)

U.S. PODF Management Plan (SSP 58700)

U.S. PODF Management Plan, Payload Timeliner Automated Procedure Annex 7 (SSP 58700-ANX7)

Using the HOSC Database Change Software (HOSC-EHS-190)
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SOP 1.1

TITLE
CONSOLE LOG 

PURPOSE
To define procedures to be used by the POIC cadre for creating and maintaining logs of significant events occurring during increment operations.

participation

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

NASA Payload Regulations (SSP 58313), Section 8

GENERAL

The console log provides a method of reconstructing the activities of a given operating position for the following shifts’ use, for operations analysis, and a database for contingency or failure analysis.  It is recommended that all Users have console logs so the necessary information can feed the appropriate reports and questions.

procedure

1. Each POIC cadre shall keep an electronic console log of realtime events, which is a brief narrative of these events, are Greenwich Mean Time (GMT) time-tagged, and entered as the events occur.  

2. Identify the increment/flight, date, console position, etc.  The console log is a single continuous document for each console position for each POIC support activity so that chronological order and continuity are maintained over shift changes for an entire 24-hour GMT period or the completion of a specific function within a 24-hour GMT period.

3. Log entries must use standard nomenclature.  Abbreviations, standard or otherwise, may be used.  The text, however, must be written in such a way that it can be understood by persons other than the originator.

4. The standard time reference will be GMT.  Routine log entries will be tagged to the nearest minute; critical functions to the nearest second.  Date/GMT should be entered at least once per page.

5. Log contents should include:

Significant events

Problems or delays encountered and their solutions/workarounds

Malfunctions, their possible cause, and any action taken

Parameters out of normal or expected operating range

Consumable status

Anytime a flight rule or payload regulation is implemented

Any Mission Action Request (Chit)

Operations Change Request (OCR) status/comments
Systems/PL status and change
6. Each position will enter the GMT that the shift begins and ends.

7. Crew messages may be referenced as part of the logs, instead of manually entering the data contained in them.

8. Between 2400 GMT and 0100 GMT daily, each POIC cadre position electronically sends console logs to the Realtime Information Control Officer (RICO) for historical purposes and post-flight evaluation.  The daily log should cover the previous 24-hour period from 0000 to 2400 GMT.  RICO keeps the original in the POIC for reference.
a)
The console log is created in Microsoft products (e.g., Word, Excel, Access, 2000, etc.), or FileMaker Pro.  In the event a console log is created in other software, RICO is capable of receiving the console log file in an ASCII Tab Delimited format.

b)
For those positions staffed 24 hours a day, 7 days per week, console logs should be submitted to RICO via email between the hours of 1800/1900 (CST/CDT)/2400 GMT and 1900/2000 (CST/CDT)/0100 GMT.

c)
For those positions not staffed 24 hours per day nor 7 days a week, the operators close their operating log each day at the close of the specific business date.  The operators send an email containing an electronic copy of the console log to RICO.

9. An adjustment period until 0700 GMT is allowed for the 24-hour period just completed.  During this time, POIC cadre members may correct or clarify data in the logs and submit the revision to RICO.  After 0700 GMT, the console logs are frozen by RICO.  

[image: image9.wmf]SOP 1.1.1

TITLE

CONSOLE LOG STORAGE AND ARCHIVAL

PURPOSE

To define the guidelines and procedures for storing and archiving console logs.

PARTICIPATION

RICO


USOC Users (Optional)

POIC Cadre
Users
EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01)

MSFC Space Station Payload Operations Integration Function, Realtime Information Control and Records Management Plan (FD32-ICPLAN-01)
GENERAL

RICO will provide a method of storing, archiving, and retrieving console logs through the use of an electronic daily log database.

RICO will track the console log by assigning a unique index control number that is entered in the RICO Electronic Library File Tracking System database/spreadsheet.

The original console logs will be electronically maintained.  From the firmware, an “original copy” hardcopy will be made and filed in the RICO HOSC Library facility.  Both the 

firmware and the hardcopy will be maintained in the RICO Library until the end of the increment.

At increment conclusion, the electronic copy of the console logs will remain in the RICO Library in the Huntsville Operations Support Center (HOSC) for a period of 5 years.  At the end of 5 years, RICO will destroy the HOSC copies. Hardcopies of the logs will be destroyed at increment conclusion.

RICO will maintain the “original” console log in electronic format as "quality records" in building 4610 RICO Library in accordance with the minimum retention and disposition schedule described in the FD32 OI Realtime Information Control and Records Management Plan.

PROCEDURE

1. Console logs maintained in locations other than the POIC will be retained by the host facility manager (e.g., remote site manager) for reference until the completion of the increment.  Each User team should have an archival process in place.  Copies will be provided to POIC upon POD request in accordance with SOP 2.5.

2. POIC cadre may request a copy of the console logs from RICO by identifying the position title and the GMT window for which the log is requested.

 3.
USOC Users can send console logs to RICO for archival if they choose; however, not a requirement.
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SOP 1.2

TITLE
CADRE SHIFT HANDOVER GUIDELINES

PURPOSE
To define procedures to be used by all POIC cadre personnel to allow an effective and orderly shift handover during flight.

participation

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

GENERAL

Comprehensive shift handovers will allow the on-coming cadre to continue operations efficiently.

GUIDELINES:

1. The on-coming console operator should arrive 1 hour prior to the start of his/her shift to begin handover.

2. POD participates in the Alternate Flight Director (AFD) conference with the on-coming

Flight Director.  The AFD conference begins approximately 30 minutes after the start of shift handover.  During the AFD conference, the off-going OC will monitor the FD loop for POD.

3. Each on-coming position should monitor the AFD conference on the AFD loop.  This conference contains valuable information provided by MCC-H Flight Controllers concerning planning and the current system status.

4.
Each position is encouraged to maintain a Handover Checklist to ensure a complete handover.  The Handover Checklist should be tailored to meet the specific needs of each console position.  At a minimum, this checklist should include, but is not limited to:

a) Status of all payloads and racks/facilities.

b) Status of all Payload Support Systems.

c) Outstanding issues/anomalies.

d)
Outstanding actions to be worked by the on-coming shift.

e) Timeline status (this should include both completed and upcoming activities).

f) Updated procedures or processes.

g) OCR status (this should include OCRs implemented by the off-going shifts as well as OCRs that need to be implemented/reviewed).

5.  The off-going console operator is considered relieved of his/her console duties upon release by the on-coming console operator and/or the realtime Team Lead (OC, DMC).

procedure

1. On-coming console operator reviews the status and accomplishments by reading the appropriate console log, status reports, and supporting data while monitoring the voice loops for the current realtime activities. 

2. The off-going console operator briefs the on-coming console operator prior to handing over the console position.  The two console operators use a shift handover checklist of handover topics during this briefing.

3. The off-going console operator stays in charge until the on-coming console operator concludes the handover process and is ready to assume the position responsibilities. The on-coming console operator will report to their lead that “shift handover for ____ position is complete.”

4. Once handover is completed for all positions, POD conducts a conference on the POD loop with all cadre positions to discuss the payload and system statuses as well as to ensure that all open work is accounted for and a plan for completion is in place.
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TITLE
CADRE DAILY REPORT PREPARATION

PURPOSE
To define the procedure that the cadre will use to prepare and post their positions daily report.

participation

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

GENERAL

Each cadre position will create and post a daily report describing significant events and operations over the preceding 24 hours.  These daily reports will be put on the web to be accessed by on-coming shifts for information about the status of realtime operations.  In the case of most positions, the report will cover both the stationwide and the NASA element perspectives.  Individual cadre position reports will  be sent to the appropriate ops prep team lead for cognizance of realtime operations. The Payload Operations Director’s (POD) daily report will be available for external viewing.

GUIDELINES

The following information illustrates items to include in the respective positions’ daily reports and is not intended to be comprehensive.

1.
All Positions

GMT date/time period covered; name of persons on-shift over the period covered

Summary status of systems configurations for which the position is 

  cognizant

Brief synopsis of significant events and their resolution

Forward work carried to the succeeding reporting period with additional comment if there is potential impact on future increments 

Permanent changes in planning (experiment duration changes, crew time allocations, power allocations, etc.)

General process updates

2.
Realtime Cadre

(a) POD

Communications link

Stationwide payload operations

Payload Support Systems (PLSS) operations

Stationwide ISS anomalies

Forward work

Changes and/or additional to safety relative to training and procedural control of hazardous operations

Payload Science Status Report

Facility Status

(b)
Payload Communications Manager (PAYCOM)

Enablement of Principal Investigator/Payload Developer (PI/PD) and/or 

  Partner Control Center (PCC) for S/G

Crew accomplishment of on-board training itemsReconfigurations of and problems with the communications network 

Significant or recurring problems in adherence to S/G voice protocols 

  by Users

Crew reports of payload operations status

Crew requests for information still outstanding, procedure or 

  planning changes

Realtime impacts that may affect on-board crew training

Crew Message status

Summary of crew-related stowage activities worked by PAYCOM and handed over to POIC Stowage for resolution

(c)
Operations Controller (OC)

Integrated status of PLSS and reconfigurations in each element and 


associated constraints

Status of On-board Short-Term Plan (OSTP) execution

Payload and rack installation and removal 

Activation and deactivation of payloads

Payload malfunctions, anomalies, and recovery

System reconfigurations that affect payload operations

Removal, defeat, or inhibit of safety and hazard controls

Unplanned usage of core Station equipment

Summary of crew-related stowage activities worked by OC in the absence of PAYCOM and handed over to POIC Stowage for resolution

Status of assessments of PLSS configuration changes that may affect safety

Status of payload anomalies affecting safety

Status and resolution of any hazardous payload conditions

Status of payloads that required safing if there is a safety of flight issue


Status and outcome of any hazardous payload operations including hazardous 
commanding
(d)
Payload Rack Officer (PRO)

NASA element PLSS reconfigurations and associated constraints

Partner element PLSS interface status and reconfigurations

NASA PLSS  and payload safing

NASA element rack changeouts

NASA payload installation and changeouts in partner elements

NASA payload status

EXPRESS file updates uplinked

EXPRESS Rack subsystems status and reconfigurations

Troubleshooting status and payload impacts

Performance of hazardous commanding

EXPRESS Rack and Pallet changes and Japanese Experiment  Module (JEM) and Attached Pressurized Module (APM) changes that 

  may affect future NASA payloads

(e)
Command and PL MDM Officer (CPO)

Status and usage of command link, unplanned outages, and anomaly 

  resolution

Uplinks of files and products to PL MDM Mass Storage Device (MSD)

Reconfigurations of Payload Executive Processor (PEP) Configuration tables Portable Computer System displays and payload software

File transfer network status, unplanned outages, and anomaly 

  resolution

Enablement and disablement of command link for PCCs and 


 NASA Users

Status of Payload Timeliner and anomaly resolution

(f)
Data Management Coordinator (DMC)

Status and reconfigurations of on-board and ground data and video 

  distribution systems, particularly the High Rate Frame Multiplexer (HRFM), 

  anomalies, and recovery, including routing to TSCs and Partners

Permanently Missing Intervals (PMI) exceeding 2 minutes and Tracking and 

  Data Relay Satellite System (TDRSS) conflicts

Updates/changes to nominal and alternate nominal procedures for HRFM, 

  AutomatedPayload Switch (APS), Payload Ethernet Hub Gateway 

  (PEHG), and Communications Outage Recorder (COR) (in brief, at summary 

  level)

Remote site data distribution status

(g)
Photography and Television Operations Manager (PHANTOM)



Status and reconfigurations of on-board video systems, anomalies, 

  



and recovery



Status of consumables used in photo and TV operations



Instances and success of video uplink by NASA and Partner Users 

  


(when it becomes available)



(h)
Timeline Control Officer (TCO)



Summary and status of realtime replanning activities



Status of Orbital Communications Adapter (OCA) file transfer operations, if 


applicable



Status regarding execute package, if applicable



Summary of stowage activities worked by the TCO and those to be handed 


over for resolution by POIC Stowage



(i)
LIS Representative (LIS REP)



Payload Science Status Report



Summary of discussions and issues from the daily science and research 



conferences

3.
Realtime Support Cadre

(a)
Shuttle Operations Coordinator (SOC)

Status of ISS payloads aboard Shuttle including anomalies

Shuttle status as it affects ISS payloads

Status of transfer activities

Status of commanding to ISS payloads while aboard Shuttle

Status of changes to Shuttle Flight Plan and Flight Data File and payload impacts

(b)
Integrated Support Team (Marshall Ops)

Status of HOSC systems

Status of external interfaces (JSC, WSC, TSCs, Remote Sites)

Planned facility/systems outages

(c)
Payload Operations Data File (PODF) Support

Permanent PODF changes (new procedures added, etc.)

(d)  POIC Stowage

Status of IMS web site

Status of stowage activities

Summary of payload location information submitted to ISO

(e) Payload System Engineer (PSE)

Status of PSIV testing conducting by CSE support

Status of investigations for PARs

Changes or updates to products by PSE; including Ops Notes , POH, Ground Command Procedures, Payload Item For Investigations (PIFIs), etc. 

Status of any new software releases for EXPRESS Rack such as release date and incorporated fixes

Changes or updates to constraints to payload operations; both Station and EXPRESS Rack constraints

4.
Short-Term Planning Cadre

(a)
Payload Planning Manager (PPM) (Tuesday and Thursday only)

Summary of results and issues from Planning Conference(s)

Status of On-orbit Operations Summary (OOS) Update development

Status of STP development for both weeks in development

Summary of any updates which will also affect future OOS weeks, 

  realtime replanning, or OSTP development

5.
Daily Planning Cadre

(a)
Timeline Maintenance Manager (TMM): None required because the Summary of OCRs/Notes for OSTP developed per SOP 3.2.1 fulfills the requirement.


6.
On-Call Support Cadre: A report is required only if a support cadre position has been 


called. The report will be submitted when the matter has been closed for which the 


position was called or daily until the matter is resolved.

(a) POIC Safety

Safety of Flight issues; operational hazard controls, etc.

procedure

1. Each console operator creates a shift report summarizing the activities that occurred on their shift from their position’s perspective. The format is specific to each position.

2. A designated console operator then generates a daily report for their position as a compilation of their individual shift reports covering the preceding 24 hours of operations. This report is emailed to the appropriate cadre team lead and ops prep team lead for their position. PSE submits their daily report to both POD and OC. 

3. OC collects and rolls up a team daily report for the OC/CPO/PRO/PAYCOM/PSE; DMC collects and rolls up a team daily report for DMC/PHANTOM.

The console position’s daily report is submitted to POD by email within 1 hour of 0000 GMT.

4. POD compiles a Daily Status Report (DSR) using the positions’ daily reports and POD log.

5. POD emails the daily report to RICO for posting on the RICO Realtime Information web site (address per SOP 1.8) and to PIMS.

6. POD also emails the POD Daily Status Report to a distribution list defined in the POD emails address book.  The distribution list includes the POM, IPM, and LIS.
SOP 1.3.2

TITLE
USER SCIENCE INPUT TO LIS REP

PURPOSE

To define the procedure and coordination required to report the payload science status.

PARTICIPATION 

POD


LIS Rep


Users

EFFECTIVITY

Increment 2 and subsequent 

REFERENCE DOCUMENTATION

NASA Payload Regulations (SSP 58313), Section 8

GENERAL

In order to keep the POIC cadre cognizant of the payload operations, the NASA payload science status must be reported.  The Users will be responsible for providing a report that describes the science progress and accomplishments to the LIS Rep.

PROCEDURE 

During all periods when payloads are conducting science activities, User provides an electronic report in text format via email to LIS Rep once every 24 hours by 2200 GMT. For User positions not staffed 24 hours per day nor 7 days a week, User provides a report for current and future payload operations to LIS Rep at the close of the specific business date, or as operations deem reasonable.  Figure 1.3.2-1, Payload Science Status Report Form, describes the information requested.  This form can be downloaded from the RICO Realtime Information web site via the POI Web page located at http://payloads.msfc.nasa.gov/station.

LIS Rep develops an integrated science report based on inputs collected in this SOP and provides this information to the POD as part of the daily report (see SOP 1.3).

PAYLOAD SCIENCE STATUS REPORT

Increment: 

Mission Day:  

Originator:  

Date:  


Science Status: Describe the significant science or research events of your payload within the last 24 hours of on-orbit operations.

Experiment Anomaly Status: Describe any anomalous events, as well as any new or ongoing resolution efforts, within the last 24 hours of on-orbit operations. Include references to any PARs or OCRs that have been generated as a result.
Science Impacts:  If the anomalous events described above result in a science impact or loss, describe and quantify the impact or science loss.  If possible, please attach any supporting data (charts, graphs, documentation).

Science Look Ahead: Give a brief description of your planned payload activities for the next 72 hours of on-orbit operations, if applicable.  In the event that a User will be off-console when inputs to DPC or other crew message avenues are solicited, the following table is provided as a mechanism to document inputs to be made on your behalf.

Topics for Resolution: List any experiment issues, concerns or clarifications that require crew consideration in the table below.   The listed topics will be communicated to the crew through the approved crew messaging activities as listed in SOP 2.3.

Items for Task List:  please list any activities that could be placed on the task list as a “Get-ahead-item.”  If multiple tasks, list priorities/sequence.
Note:  This input may be submitted to LIS Rep per SOP 1.3.2 or SOP 2.3.

	
TOPIC
	DESIRED CREWMEMBER
	DESIRED METHOD OF COMMUNICATION
	PRIORITY

	Brief summary of topic for crew.
	SC1, SC2, SC3, Any, All
	DPC, 

Alternatives:  Execute Pkg or OCA message.  

Note:  Items are integrated and prioritized for inclusion in DPC .  Any item not included in these activities will be considered for the next DPC event, or for communications via the Execute Pkg (USOS Daily Summary or OCA message) , which will require a follow-up OCR.
	1st, 2nd, 3rd, last

	Example:  Video downlink revealed unusual clutter around the base of HRF Rack that may be restricting airflow to the rack and to payloads connected to the power strip.  This may also be contributing to the recent power strip outages.  Please remove and restow any soft stowage items in this area.
	Any 
	DPC morning
	1st

	Example:  BBND would like to confirm the exchange of the BBND hard drive from S/N001 to S/N002.
	SC2
	DPC evening 

(execute pkg USOS Daily Summary message acceptable)
	2nd


FIGURE 1.3.2-1  USER SCIENCE INPUT TO LIS REP FORM

SOP 1.3.3

TITLE
PAYCOM CREW RESOURCE TRACKING DATA COLLECTION

PURPOSE

To define the procedure for collecting backup crew resource tracking information for scheduled and task list activities.

PARTICIPATION 

PAYCOM


POM

OC

EFFECTIVITY

Increment 3 and subsequent 

REFERENCE DOCUMENTATION

Summary of Discussion, Payload Operations Team, April 4-13, 2001, Section 2.3 Crew Time Accounting for Payloads

JOIP (MCC-M/MCC-H) (JSC36366) section 2.9.7 Crew Time Accounting for Payload Operations

GENERAL

In order to satisfy International Space Station (ISS) Payload Program Office requirements for crew resource tracking, crew time spent performing scheduled and task list payload activities must be tracked. Based on crew reporting, the PAYCOM will be responsible for providing backup information that identifies as-executed activities performed by the crew. In the PAYCOM’s absence, the Operations Controller (OC) will perform the  crew resource tracking function.  This information will serve as backup to the OSTPV generated reports provided by MCC-H.

PROCEDURE 

1. PAYCOM monitors all communications with the ISS crew to identify scheduled, task list, and other activities completed by the ISS crew.

2. PAYCOM identifies on the paper copy of the STP whether scheduled activities were completed or not:

(a) Completed activities, reported by the crew, are denoted with a check mark.

(b) Deleted activities are denoted with a deletion mark.

(c) Activities not reported are denoted with an “NR” for negative reporting.

(d) Notes pertaining to activity execution are made as appropriate.

3. PAYCOM includes resource tracking data in the PAYCOM Daily Report as defined in Figure 1.3.3-1.

4. PAYCOM places completed STP resource tracking information and a printed copy of the PAYCOM Daily Report in a folder designated for POM at the end of each crew day.

PAYCOM Daily Report – SOP 1.3.3

Pages 1 of 4 

Start Time (GMT Day/Time):  __________ 

End Time (GMT Day/Time):  ___________

Calendar Day (DD-MMM-YYYY):  ___________

Submitted By (Operator Name):  _______________________________________
Integrated Payload Support Systems (PLSS) Status


US Segment:

[Text as appropriate]


RSA Segment:

[Text as appropriate]


ESA Segment:

[Text as appropriate]


NASDA Segment:

[Text as appropriate]

Systems Status Summary

[Text as appropriate]

On-Board Short-Term Plan (OSTP) and Task List Execution Status


Activities performed per OSTP: 

[Bulleted list of activities performed]


Activities performed per Task List: 

[Bulleted list of activities performed]

FIGURE 1.3.3-1 PAYCOM DAILY REPORT (Continued next page)
PAYCOM Daily Report – SOP 1.3.3 (Continued)
Page 2 of 4
Russian Activities Performed


[Bulleted list of activities performed]

Activities Added to Current Day     

[Bulleted list of activities added]

Activities Deleted from OSTP



[Bulleted list of activities deleted]

Payload Activation / Deactivation 

[Text as appropriate]

Significant Events / Resolution

[Text as appropriate]

Payload Malfunctions, Anomalies & Recovery

[Text as appropriate]

System Reconfigurations Affecting Payload Operations

[Text as appropriate]

Unplanned Usage of Core Station Equipment

[Text as appropriate]

Removal / Defeat / Inhibits of Safety & Hazard Controls
[Text as appropriate]

FIGURE 1.3.3-1  PAYCOM DAILY REPORT (Continued next page)

PAYCOM Daily Report – SOP 1.3.3 (Continued)
Page 3 of 4
Forward Work 


Affecting Current Increment

[Numbered list of items as appropriate]


Affecting Future Increments

[Numbered list of items as appropriate]

Issues / Concerns / Comments

[Text as appropriate]

PAYCOM Daily Report Instructions:

1. GMT Day - Enter the GMT Day for the day of execution in the format of GMT Day: DDD-YY; e.g., GMT Day: 127-01.

2. Calendar Day - Enter the Calendar corresponding to the day of execution in the format 1Calendar Day: DD-MMM-YY; e.g., 23-Jul-01.

3. Activities performed per OSTP - Denote items based on negative reporting. Denote any duration deltas given by the crewmember.

4. Activities performed per Task List-Denote items based on crew reporting. Denote any duration deltas given by the crewmember. Assume all completed Task List activities are performed during crewmember’s duty hours, unless otherwise specified by the crew. If PAYCOM has reason to believe a Task List item was completed in off-duty hours, supply appropriate text indicating this.

a. The following definitions may be helpful for determining whether the activity was performed during the crew’s duty or off-duty time.

FIGURE 1.3.3-1  PAYCOM DAILY REPORT (Continued next page)
PAYCOM Daily Report – SOP 1.3.3 (Continued)
Page 4 of 4
i. Duty Time - Time between Post-Sleep and Pre-Sleep, not including lunch, and defined as part of the crew’s nominal 6.5-Hour workday.

ii. Off-Duty Time - Time that is not defined as part of the crew’s nominal 6.5-Hour workday, including time between Pre-Sleep and Post-Sleep, Lunch, Crew Off Days, and Holidays.

5. Russian Activities Performed – Denote any Russian payloads completed based on monitoring Russian S/G or Russian S/G TERP loops. This information may be supplied by PAYCOM incidentally as time and/or circumstances permit.
FIGURE 1.3.3-1 PAYCOM DAILY REPORT

SOP 1.4

TITLE
CADRE COMMUNICATION METHODS

PURPOSE
To specify the names of each of the POIC cadre positions, corresponding voice loop call signs, and prime call loops.

participation

POIC Cadre 



EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

GENERAL

Use of standard voice loop nomenclature ensures that cadre positions can communicate efficiently.

1. A brief description of the POIC cadre is in Appendix B.

2. The POIC Short-Term and Daily Planning cadre positions typically work 40-hour weeks and are located in the HOSC.  The names, voice loop call signs, and prime call loop of the POIC Short-Term Planning cadre positions are in Table 1.4-I.

3. The POIC Realtime cadre consists of positions that are generally staffed 24x7 and operate from the consoles in the MSFC HOSC.  The names, voice loop call signs, and prime call loops of the POIC Realtime cadre positions are in Table 1.4-II.

4. The POIC On-Call cadre positions are called in by POD when their support is needed. The position names and voice loop call signs are in Table 1.4-III.  

TABLE 1.4-I  NON 24x7 POSITION/CALL SIGN/PRIME COMM METHOD/EMAIL ADDRESS

SHIFT WORKING HOURS:  MONDAY – FRIDAY, 8am – 5pm

	POSITION NAME (ABBREVIATION)
	CALL SIGN
	PRIME COMM 

LOOP
	COMM VIA PHONE
	EMAIL 
ADDRESS

	Payload Planning Manager (PPM) Staffed 1400 GMT – 2300 GMT
	P-P-M
	Planning Coord
	(256) 544-5838
	ppm@mps.hosc.
msfc.nasa.gov

	Payload Planning and Scheduling Engineer (PPSE) Staffed 1400 GMT - 2300 GMT
	P-P-S-E
	Planning Coord
	(256) 544-5839
	ppse@mps.hosc.
msfc.nasa.gov

	
	
	
	
	

	Timeline Maintenance Manager (TMM)
	T-M-M 
	 TMM
	(256) 544-2923
	tmm@mps.hosc.
msfc.nasa.gov

	Bandwidth Integration Timeliner (BANDIT)
	BAN-DIT
	Data Planning
	(256) 544-5440
	bandit@mps.hosc.
msfc.nasa.gov

	Marshall Operations Controller
	Marshall OPS
	HOSC OPS
	(256) 544-6145
	GSOTEAM@ums.

msfc.nasa.gov

	HOSC Support Desk
	H-S-D
	HOSC OPS
	(256) 544-3218
	HELPDESK@ums.

msfc.nasa.gov

	Payload Communication Manager (PAYCOM)*
	PAY-COM
	PAYCOM
	NA
	paycom@mps.hosc.msfc.nasa.gov

	Realtime Information Control (RICO) Officer (Staffed 12x5)
	RI-CO
	POIC INT

(Black Phone)
	(256) 544-7715
	rico@mps.hosc.
msfc.nasa.gov

	Photography and TV Operations Manager (PHANTOM)  **
	PHAN-TOM
	PHANTOM
	(256) 544-7376
	phantom@mps.
hosc.msfc.nasa.gov

	Lead Increment Science Representative  (LIS Rep) *
	L-I-S Rep
	LIS
	NA
	lis@mps.hosc.
msfc.nasa.gov

	PODF Support 

(staffed 12x5)
	P-O-D-F Support
	PODF Suppt
	NA
	podf@mps.hosc.
msfc.nasa.gov

	POIC  Stowage
	P-O-I-C Stowage
	POIC Stow
	(256)961-0398
	stowage@mps.

hosc.msfc.nasa.gov

	Payload Support Engineer (PSE)
	P-S-E
	PSE
	NA
	pse@mps.hosc.
msfc.nasa.gov


*     16x5; Staffed during crew awake time only.

**
16x7; Staffed during crew awake time only

TABLE 1.4-II  REALTIME (24x7) POSITIONS/CALL SIGN/LOOP/EMAIL ADDRESS

1

SHIFT WORKING HOURS:  24x7

	
POSITION NAME (ABBREVIATION)
	
CALL SIGN
	PRIME COMM LOOP
	
EMAIL ADDRESS

	Payload Operations Director (POD)
	POD
	POD
	pod@mps.hosc.msfc.nasa.gov

	Operations Controller (OC)
	O-C
	OC
	oc@mps.hosc.msfc.
nasa.gov

	Payload Rack Officer (PRO)
	PRO
	PRO
	pro1@mps.hosc.msfc.nasa.gov

	Command and PL MDM Officer (CPO)
	C-P-O
	CPO
	cpo@mps.hosc.msfc.nasa.gov

	Data Management Coordinator (DMC)
	D-M-C
	DMC
	dmc@mps.hosc.
msfc.nasa.gov

	Timeline Change Officer (TCO)
	T-C-O
	TCO
	tco@mps.hosc.msfc.
nasa.gov

	Marshall Communications Controller
	Marshall Comm
	HOSC OPS
	GSOTEAM@ums.

msfc.nasa.gov

	Marshall Telemetry Controller
	Marshall Data
	HOSC OPS
	GSOTEAM@ums.

msfc.nasa.gov

	Marshall Systems Configuration Controller
	Marshall SYSCON
	HOSC OPS
	GSOTEAM@ums.

msfc.nasa.gov

	Shuttle Operations Coordinator (SOC)*
	SOC
	SOC
	soc@mps.hosc.msfc.nasa.gov


*   24x7; Staffed only during Earth-To-Orbit Vehicle (ETOV) flights 

TABLE 1.4-III ON-CALL POSITIONS/CALL SIGN/LOOP/EMAIL ADDRESS

	POSITION NAME (ABBREVIATION)
	CALL

SIGN
	PRIME COMM LOOP
	
EMAIL ADDRESS

	POIC Safety
	P-O-I-C Safety
	POIC Safe
	safety@mps.hosc.
msfc.nasa.gov

	Payload Engineering and Integration (PEI)
	PEI
	SCI-1
Phone: (281) 336-4589

Pager:  (281) 621-0206
	laura.holcomb@sw.
boeing.com


SOP 1.4.1

TITLE
LOOP MONITORING FOR OFF-SHIFT NON-24x7 POSITION PROCEDURE

PURPOSE
To define the procedure that 24x7 cadre will use to monitor and respond to non-24x7 cadre loop when the non-24x7 cadre are off-shift.  This procedure does not apply to on-call positions.

participation

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

GENERAL

Some POIC cadre positions are not staffed 24x7.  The designated 24x7 cadre in Table 1.4.1-I will monitor and respond to the non-24x7 cadre loops when these positions are off-shift.

procedure

1. Table 1.4.1-I identifies the designated 24x7 cadre who monitors the non-24x7 loops when the non-24x7 cadre are off-shift.

2. The designated 24x7 cadre responds to calls on the non-24x7 loops, either giving direction to the caller or taking a message, which then is relayed to the non-24x7 position when they are on-shift.

3. If POD approves, the designated 24x7 cadre can call off-shift personnel.

TABLE 1.4.1-I  NON-24x7 POSITIONS/CALL LOOP/24x7 MONITOR  

	NON-24x7 POSITION NAME (ABBREVIATION)
	NON-24x7 CALL LOOP
	24x7 POSITION WHO MONITORS NON-24x7 LOOP

	Payload Planning Manager (PPM)
	PPM
	TCO

	Payload Planning and Scheduling Engineer (PPSE)
	PPSE
	TCO

	
	
	

	Timeline Maintenance Manager (TMM)
	TMM
	TCO

	Bandwidth Integration Timeliner (BANDIT)
	Data Planning
	DMC

	Payload Communications Manager (PAYCOM)
	PAYCOM
	OC

	Marshall Operations Controller (Marshall Ops)
	HOSC Ops
	Marshall Data

	HOSC Support Desk
	HOSC Ops
	SYSCON

	Photography and TV Operations Manager (PHANTOM) 
	PHAN-TOM
	DMC

	POIC Stowage (Stowage)
	POIC STOW
	TCO

	PSE
	PSE
	PRO

	LIS Rep
	LIS
	TCO

	PODF Supt
	PODF Supt
	OC


SOP 1.4.2 

TITLE
ON-CALL POSITIONS ACTIVATION & RESPONSIBILITIES

PURPOSE
To define the procedure for calling the on-call positions, for their reporting and  responsibilities.

participation

POD




POIC Stowage



LIS Rep

POIC Cadre


PODF Support

POIC Safety


PSE

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

GENERAL

The following POIC cadre positions are on-call: POIC Safety, POIC Stowage, (8x5 position), PODF Support (12x5 position), LIS Rep (16x5 position), and PSE (8x5 position).  On-call means a person is subject to be called into work.   The “on-call” positions may be able to resolve the issue from their home/office without coming to the POIC in person.

GUIDELINES

1.
Each on-call position shall have a certified individual designated on-call at all times.  During the individual’s on-call status, he/she must maintain proximity to the POIC, such that he/she can get to the POIC within 2 hours of being called.  The on-call individual is responsible for keeping the POD informed of the position’s beeper, office and home phone numbers.

2.
POD must approve the call-in of these positions. 

3.
POD will determine, based upon the nature of the problem, the level of on-call support required.  The problem may warrant 24x7 on-call support, until the problem/issue is resolved.

NOTE:  If POD determines that the problem cannot be resolved within a single shift of on-call support, then it is the individual’s responsibility to notify the Line Organization Management to alert them that the on-call position staffing must support a "24x7" operation until problem resolution.  The Line Organization is responsible for the scheduling of on-call support.  The on-call position should report problem/issue resolution to the POD. 

4.
These positions may have daily activities to be performed (e.g., review of OCRs for safety implications, preparation of payload stowage location inputs to the Flight Notes, verification of procedure links within the planning products). 
procedure

1. Paging On-Call Support (See steps 1-3 under GUIDELINES)


(a)
When a POIC cadre position determines that on-call support is needed, they notify 


POD.


(b)
If POD determines the on-call position is required, then POD or the designated POIC 


cadre member calls the on-call position. POD maintains the on-call phone/pager list.


(c) The person called in should respond to the page ASAP to let the POIC know the 



 estimated time of arrival and to get a heads-up on what the issue is.


(d)
When the on-call position arrives in the POIC, the on-call position reports to POD on 

POD loop.


(e)  If the on-call support position runs into task management difficulties, they should 
discuss outstanding activities with POD to ensure their tasks are prioritized correctly.


(f)
Just prior to the on-call position leaving the POIC, the on-call position reports a 
status/completion of task to POD on POD loop. Upon concurrence from POD that all 
work is complete, the position will be released from realtime support status.
2.  Daily Activities (See step 4 under GUIDELINES)


Each on-call position shall report to their console at approximately 0800 CT, but no 


later than 1000 CT, each normal business day, to do these activities.  For holidays, each position will coordinate with the POD on the need to report to their console. Exceptions for reporting to their console each business day are PODF Support who works 12x5 and POIC Stowage who work 8x5. The position shall report arrival and departure to POD to check for any tasks that need to be performed that day.  After departure, and with POD approval, additional daily work may be performed at the position’s office as long as the position can support applicable realtime activities in a timely manner.

SOP 1.4.3

TITLE

BACKUP POSITIONS FOR OFF-CONSOLE

PURPOSE

To establish the protocol of who will monitor console positions during off-console breaks.

PARTICIPATION

POIC Cadre



EFFECTIVITY

Increment 2/Flight 5A.1

REFERENCE DOCUMENTATION

None

GENERAL

The following procedure establishes the protocol of who will monitor console positions during off-console breaks.

PROCEDURE

1. When a console position needs to be off-console, this position coordinates communications coverage with the appropriate backup position in Table 1.4.3-I.

2. The appropriate backup position will monitor the loop(s) for the affected console position.

3.
When the position is back on-console, this position notifies the appropriate position in Table 1.4.3‑I.

TABLE 1.4.3-I  COMM BACKUP POSITIONS

	CONSOLE POSITION
	COMM BACKUP POSITION

	POD
	OC

	LIS Rep
	TCO

	PAYCOM
	OC

	OC
	PRO

	PRO
	OC

	CPO
	OC

	PHANTOM
	DMC

	DMC
	PHANTOM

	PPM
	PPSE

	PPSE
	PPM

	TMM
	PPM

	
	

	BANDIT
	TMM

	SOC
	OC

	PSE
	PRO

	POIC Safety
	OC

	POIC Stowage
	TCO

	PODF Support
	OC

	TCO
	LIS Rep

	RICO
	POD


SOP 1.4.4 

TITLE

BACKUP POSITIONS FOR EXTENDED COMMUNICATIONS PANEL FAILURE

PURPOSE

To establish the protocol of relocating to a backup console position during extended communications panel failures.

PARTICIPATION

POIC Cadre



EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None

GENERAL

The following procedure establishes the protocol of relocating to a backup console position during extended communications panel failures so operations are not interrupted.  The backup positions will share a communication panel to permit the affected position to carry on most limited functions.  The backup positions will ensure that the three voice loops necessary for the affected position identified in Table 1.4.4-II are available on the backup communication panel.

PROCEDURE

1. After a console position has reported a communications panel failure per SOP 1.10 and is advised by Marshall Comm to move to their backup position due to an extended recovery time, this position relocates to the backup position per Table 1.4.4-I.

2. After relocation is complete to this backup position, the console position notifies POD.  

TABLE 1.4.4-I  COMMunications FAILURE BACKUP POSITIONS

	CONSOLE POSITION
	COMM BACKUP POSITION

	POD
	MGMT

	LIS Rep
	TCO

	PAYCOM
	OC

	OC
	PAYCOM

	PRO (1)
	PRO (2 or 3)

	CPO
	 PRO (2 or 3)

	PHANTOM
	DMC

	DMC
	PHANTOM

	PPM
	PPSE

	PPSE
	PPM

	TMM
	PPM

	
	

	BANDIT
	TMM

	SOC
	MGMT

	PSE
	PODF Support

	POIC Safety
	POIC Stowage

	POIC Stowage
	POIC Safety

	PODF Support
	PSE

	TCO
	LIS Rep 


TABLE 1.4.4-II  BACKUP POSITION VOICE LOOP REQUIREMENTS

If a position is the backup for the position listed in this table, the backup must have the three loops listed.

	CONSOLE POSITION
	MCC-H & I/F
	PD I/F
	POIC I/F

	POD
	ISS FD
	OC
	POD

	PAYCOM
	PAYCAP
	OC
	PAYCOM

	OC
	PAYCAP
	OC
	POD

	PRO
	FCR SYS
	PRO1
	OC

	CPO
	ODIN
	CPO
	OC

	PHANTOM
	Ku COORD
	TV OPS
	DMC

	DMC
	Ku COORD
	DMC
	PHANTOM

	PPM
	OPS PLAN
	PLNG COORD
	PPM

	PPSE
	OPS PLAN
	PLNG COORD
	TMM

	TMM
	OPS PLAN
	PLNG COORD
	TMM

	BANDIT
	-
	DMC
	TMM

PPM

	SOC
	ETOV COORD
	PRO1
	POD

	PSE
	FCR SYS
	PRO1
	PRO

	PODF SUPPORT
	ISS OCA
	LIS COORD 
	PRO1

	TCO
	OPS PLAN
	PLNG COORD
	TCO

	POIC Stowage
	POIC STOW
	LIS COORD
	TCO

	POIC Safety
	MER
	OC
	POIC Safety


(a)
POIC Safety will move to POIC Stowage, which has an identical keyset.

(b)
POIC Stowage will move to POIC Safety, which has an identical keyset.

SOP 1.4.5

TITLE
USER/TSC COMMUNICATION METHODS

PURPOSE
To provide the pointer to the site for the Payloads Contact List which specifies the names of each of the User corresponding voice loop call signs and prime call loops and to provide the TSC phone numbers.

participation

Users

EFFECTIVITY

Increment 4 and subsequent

reference documentation

None currently identified

GENERAL

Use of standard voice loop nomenclature ensures efficient communication.

1. Users call sign, prime call loop, phone numbers, realtime POC, and console email comprise the Payloads Contact List which is on the RICO Realtime Information web page under Payloads Contact List.  RICO will notify Cadre and POIF via email when updated versions are posted to the web page. The RICO web page is accessed via the POI home page (http://payloads.msfc.nasa.gov/).

2. LIS Rep creates and updates the Payload Contact List.  LIS Rep works with the Ground Data Services team for the voice loop assignments.

3. TSC phone numbers are in Table 1.4.5-I.

PROCEDURE

1.
When User is initially on-console, User coordinates with LIS Rep (or TCO if LIS Rep 

off-console) and announces on POD loop that they are on-console, i.e., SAMS on-



console.

2.
When User is no longer supporting their operations and going off-console, User 



coordinates with LIS Rep (or TCO if LIS Rep off-console) and announces on the 



POD loop that they are off-console and LIS Rep will answer for them, i.e., SAMS 


off-console and LIS Rep will respond for them.  When a request for science 




information is one that LIS Rep can readily provide, they will do so.  Otherwise, LIS 


Rep will refer the requesting position to the appropriate User contact.

TABLE 1.4.5-I TSC PHONE NUMBERS

	TELESCIENCE SUPPORT CENTER (TSC)
	PHONE 

NUMBER
	FAX 

NUMBER

	Glenn Research Center


TSC Ops Technician


TSC Ops Engineer
	(216)433-6185

(216)433-6175
	(216)433-3573

(216)433-3573

	Johnson Space Center (JSC)
	(281)483-8121
	(281)483-8719

	Marshall Space Flight Center (MSFC)
	(256)544-8204
	(256)544-9258


SOP 1.5

TITLE

REALTIME DOCUMENT UPDATE

PURPOSE

To define the guidelines and procedures for updating and maintaining realtime documentation.

PARTICIPATION

POD


POIF CM

RICO

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01)

MSFC Space Station Payload Operations Integration Function, Realtime Information Control and Records Management Plan (FD32-ICPLAN-01)

MSFC Payload Operations and Integration Department Data Management (Documentation) and Records Management Plan (MSFC-3023)
GENERAL

RICO will provide a method of receiving an approved permanent or temporary OCR, updating on-line realtime documentation, storing the documents in the HOSC, and later, moving the originals to the archive site in building 4610.

PROCEDURE

1. Upon receipt of the final approval of an OCR for a documentation change, RICO archives the current on-line documentation (makes an electronic copy of the current on-line version, and files it in the RICO HOSC Library).

(a)
RICO updates the current copy of the document including the Revision and History page. Updates are recorded using the application edit function. 

(b)
RICO enters the document change into the library reference database.

(c)
RICO posts the updated version to PIMS and the RICO Realtime Information web site.

(d)
RICO notifies POD, Users, and cadre of online documentation changes via email.

2. An electronic copy to a CD-ROM is made and stored in the RICO HOSC Library.

3. RICO extracts changed paragraphs, tables, figures, and/or SOPs from the approved OCRs affecting a changed publication.  RICO includes all “change” exacts as part of an email that notifies cadre positions of a new publication version in PIMS.

4. Upon direction from POD, RICO emails the OCR for ECR processing to the POIF CM Group at poifcm@msfc.nasa.gov.

SOP 1.5.1

TITLE

CHANGE REQUESTS STATUS REPORTING

PURPOSE

To define the guidelines and procedures for providing status reports to the POD, Users, or cadre of in-progress or completed OCRs, ECRs, Payload Planning Change Requests (PPCR), or other action items.

PARTICIPATION

POD



RICO



EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01)


MSFC Space Station Payload Operations Integration Function, Realtime Information Control and Records Management Plan (FD32-ICPLAN-01)

MSFC Payload Operations and Integration Department Data Management (Documentation) and Records Management Plan (MSFC-3023)

GENERAL

These processes only affect the United States portion of the ISS Program. Unless specified, these processes affect activities, roles, and responsibilities of the RICO and are not considered to be configuration management revision processes.

RICO will provide a method of providing status reports on request that refer to change requests in-progress and implementation process.  Status refers to the actions that are completed or remain to be completed in the systematic processing of change requests.

PROCEDURE

1. POD requests status of a change request(s) from RICO.

2. RICO responds to POD with the following information:

(a)
For an active permanent OCR, ECR, PPCR, Flight Rule change awaiting initial responses – provide list of designees with responses on-time (OT), contacted and no response (CON-NR), contacted and awaiting response (CON-AWR).

(b)
For an active permanent OCR, ECR, PPCR, Flight Rule change awaiting implementation - provide list of designees with responses on-time (OT), contacted and no response (CON-NR), contacted and awaiting response (CON-AWR).

(c)
For an active temporary OCR, ECR, PPCR, Flight Rule change awaiting initial responses - provide list of designees with responses on-time (OT), contacted and no response (CON-NR), contacted and awaiting response (CON-AWR).

(d)
For an active temporary OCR, ECR, PPCR, Flight Rule change awaiting implementation - provide list of designees with responses on-time (OT), contacted and no response (CON-NR), contacted and awaiting response (CON-AWR).

3. In the event OCRs are controlled/managed in PIMS, tracking will be accomplished using the PIMS application in the HOSC PC System.

4. In the event OCRs are manually controlled, tracking will occur in a spreadsheet application located in the HOSC PC System.  The response to POD remains the same as detailed in step 2 above.

SOP 1.5.2

TITLE

REALTIME OCR TO ECR/PPCR/FLIGHT NOTE/CHIT SUBMISSION PROCESS

PURPOSE

To define the guidelines and procedures for submitting an OCR/PPCR/Flight Note/Chit for additional processing to an appropriate forum.  

PARTICIPATION

POD

POIF CM

RICO



EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01)


MSFC Space Station Payload Operations Integration Function, Realtime Information Control and Records Management Plan (FD32-ICPLAN-01)


MSFC Payload Operations and Integration Department Data Management (Documentation) and Records Management Plan (MSFC-3023)

GENERAL

The POD directs a permanent approved OCR to be converted to an ECR/PPCR/Flight Note/Chit and submitted to an appropriate forum.  Unless specified, these processes affect activities, roles, and responsibilities of the RICO and are not considered to be configuration management revision processes.

PROCEDURE

1. During the PIMS implementation phase of the OCR processing, POD directs RICO to submit a permanent approved OCR for additional ECR processing.

2. RICO emails the OCR to POIF CM at poifcm@msfc.nasa.gov for processing (see SOP 1.9).

3. RICO notifies POD of the email submission and completes the PIMS implementation task.

4. POD notifies the appropriate cadre position to submit PPCR/Flight Note/Chit.

SOP 1.5.3

TITLE

RECEIPT OF A CCBD NEW DOCUMENT VERSION

PURPOSE

To define the guidelines and procedures for receiving a new version of an existing document from a Control Board (CB) in the form of a Configuration Control Board Directive (CCBD) during realtime operations.

PARTICIPATION

POD



RICO



EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01)

MSFC Space Station Payload Operations Integration Function, Realtime Information Control and Records Management Plan (FD32-ICPLAN-01)
GENERAL

RICO will provide a method of receiving a new version of on-line documentation from  an appropriate source (e.g., a CB), compare the on-line version with the new version, and archive and store the superceded on-line version.

PROCEDURE

1. RICO receives a new version of an on-line document from a CB via a CCBD, examines CCBD for increment applicability, and coordinates with POD the necessity to generate an OCR to introduce change into realtime documentation.

2. Since OCRs may have been submitted and recorded in the old version of the documentation, RICO copies the electronic old version of the on-line document to CD-ROM and marks it "original"; a hardcopy will be made as well of this version.

3. RICO evaluates the new version of the document against the on-line version.  Any on-line version permanent or temporary OCRs not shown in the new version will be transferred to the new version.

4. RICO updates the new version of the document for OCR changes using an insert box that identifies the OCR number, effectivity, and applicable timeframe.  A record of changes, deletions, and additions are recorded on the new versions history page. 

5. RICO confirms the new version with changes is posted to PIMS and RICO Realtime Information web site and notifies the POD and cadre by email of the new version.

6. RICO maintains the old version of the document on-line for 6 months or the end of an increment.

After 6 months, RICO duplicates the original firmware containing the current and historical versions of the document.  A copy remains in the HOSC and RICO moves the originals to the RICO Library in 4610.  RICO removes the superceded document from the web.
SOP 1.5.4

TITLE

REALTIME  POIC DOCUMENT REVISION CONTROL

PURPOSE

To define the procedures for version control of  realtime continuous use documents.

PARTICIPATION

RICO


POIF CM

POD

EFFECTIVITY

Increment 3 and subsequent

REFERENCE DOCUMENTATION

none
GENERAL

Some realtime execution documents are not increment specific and are designed for continuous use. After many OCR changes are made to these documents, these documents will need to be ‘cleaned-up’ and re-issued as a new revision.

PROCEDURE

1. RICO evaluates the impact of processing fifteen (15) or less OCRs on an document and if it is determined that 60% of the document is changed due to approved OCRs and after POD approval, RICO writes a document specific ECR  listing the implemented OCRs and submits it to POIF CM.  RICO also records the ECR number in the current document on the Revision and History page.

2. POIF CM sends the ECR to the appropriate Configuration Control Board (CCB) for approval.

3. POIF CM sends RICO the CCBD that directs RICO to generate the next version of the cleaned-up  document.

4. RICO major clean-up activities  include and are not limited to:

a) 
Archiving the current document 

b)
 Changing the document number to the next revision (e.g, SSP 58312A to SSP 
58312B) and cover page date

c)
Changing the headers and footers in all document sections to reflect the new 
document number and date

d) 
Deleting all OCR references from the Revision and History page and the rest of the 
document including change bars and reference boxes

e) 
Adding the CCBD number to the List of Changes page 

f) 
Beginning the new Revision and History page with the Revision date as the first entry

g) 
Entering implemented OCRs on the Revision and History page that were approved 
after the ECR was submitted to POIF CM and before the new RICO revision is 
released 

5. RICO posts the new revision to the RICO realtime web page, notifies POD on the voice loop of the new version, and emails the cadre  that a revised document is  posted on the web.

SOP 1.5.5

TITLE

MATERIALS AND DOCUMENTS ARCHIVAL, STORAGE AND RETRIEVAL

PURPOSE

To define RICO’s requirement to archive, store and retrieve specified produced materials and documents (e.g., reports, OCRs, documents, notes, etc.) for all flights.

PARTICIPATION

RICO


POIC Cadre

Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None
GENERAL

For all flights, RICO records and stores designated materials and documents in a recoverable/searchable document system. The RICO system is identified as the RICO Reference Data Library system. RICO collects (meaning that RICO receives from the originator an electronic image of materials and documents), catalogs, indexes and stores electronic materials and documents. RICO maintains a database that defines archived items and specific storage locations. RICO validates User requests for stored materials and documents. RICO delivers electronic materials and documents to the requestor via email or transfers the requested data to other electronic media for delivery. 

PROCEDURE

1. RICO collects and stores quality records (designated by the Program Manager).

2. POD and POIC Cadre may request RICO to collect, catalog, index, store and recover other designated material and documents.

3. User’s requests for RICO to collect, catalog, index, store and recover designated material and documents require POD’s approval 

4. RICO catalogs and indexes stored material through the assignment of a unique identification number and records that number in a database.  The database is the RICO Reference Library Database. The unique identification number generally identifies the material or document characteristics, location and other pertinent data that are (but limited to):

a) Year and Julian date the material was submitted to RICO creation, or the Julian Date on the material

b) Flight in which the material was produced or submitted to RICO

c) Type of material identified by category (e.g., OCR, STP, DFP, PAR (open or closed), DSR, etc.)

d) Material deliverer by position, or name, or office, or organization, etc. (e.g., TCO, DJones, HOSC, ARIS ICE, etc.)

e) Material storage location (e.g., CD-ROM, storage device (e.g., box, cabinet, bookcase, etc.), building (e.g., HOSC, 4610, etc.)

5. RICO validates the requestor’s identity and authorization to receive requested materials and documents by verifying the requestor against contact lists, position or office identity, or through the assistance of the POD, POIF and HOSC security managers.

6. RICO delivers (electronically releasable) material and documents to authorized requestors via the available email systems or records the requested data on other electronic media for delivery.

7. Recoverable documents for all flights include (but not limited to):

a) Quality records (designated by the Program Manager):

(1) Operations Change Requests (OCRs) 

(2) Daily Status Reports (DSR)

(3) Payload Anomaly Reports (PARs) (Closed PARs only for recovery purposes; Open PARs are recorded on CD-ROM and stored for version control purposes only) and PAR Log included as part of the DSR

(4) Cadre Console Logs (CLs) and Payload Communications Log (PCLs)

(5) Engineering Change Requests (ECRs) (RICO submissions to POIF Configuration Management (CM) team)

(6)
Operations document versions (specifically, SSP 58200 Multilateral Payload 
Regulations, SSP 58312 Payload Operations Handbook Volume 2, and SSP 
58313 NASA Payload Regulations) 

(7) PODF

i. 
Upon PODF reconfiguration, PODF Support provides RICO with copies of the U. S. PODF Flight products (i.e. CDs, paper products).

ii. 
As part of the archive packet, PODF Support provides an electronic document with a subject that identifies the Flight/MOP and an overview (e.g. Subject: Flight UF-1, PODF Products Overview) to RICO.  The ‘overview document’ lists all applicable software and versions required to produce the PODF products from the archive packet.

b) Other records (requested by the authorized users of the POIF system)

(1) Execute packages

(2) Planning Products (STPs, DFPs, WLPs, etc.)

(3) Payload Activity Resource Summary

(4) Permanent Missing Interval (PMI) Log

(5) Crew training matrix

(6) Transfer lists 

(7) Team rotation matrixes

(8) Flight Notes (when delivered from POD)

(9) Other documents (e.g., ground command procedures, planning documents, 
etc.)

(10) Payload specific drawings 

SOP 1.5.6

TITLE
UPDATING PAYLOAD HAZARD CONTROL MATRIX (PHCM) DOCUMENT

PURPOSE

To define the procedure for updating the Payload Hazard Control Matrix during real-time operations.

PARTICIPATION 

POD


POIC Safety

SOC

OC



RICO

EFFECTIVITY

Increment 4  and subsequent 

REFERENCE DOCUMENTATION

Process defined in the POIC Safety Team Handbook

GENERAL

The PHCM will be updated as required to identify new or modified payload hazard controls as a result of updated safety data packs or new/revised procedures. POIC Safety will develop the appropriate updates and provide an updated product to the OC and POD (and/or SOCs during joint operations).

This procedure gives a step-by-step approach of the updating process for the PHCM document during real-time operations.

PROCEDURE

1. Once an OCR is submitted against an existing crew procedure or for a new crew procedure, POIC Safety receives and reviews the OCR. The PHCM requires an update if the procedure change affects: 

a) A change to an existing hazard control. 

b) Implements a new hazard control. 

c) Requires procedure step number change.

NOTE:  If the OCR does not affect the procedure by one of the three circumstances above, then POIC Safety dispositions the OCR.

2. POIC Safety writes in the OCR Notes if the OCR affects the PHCM document and if so, the PHCM document will be updated. 

3. After the procedural OCR has been approved by POD, POIC Safety retrieves the master database (POHD), makes the appropriate updates including POIC Safety person’s name and date under the verification column. 

4. POIC Safety delivers a DRAFT hardcopy of the updated PHCM document to the POD console, OC console (and SOC console during joint operations) to ensure they have the most current version.

5. Within 48 hours after the POHD has been updated and put into the baseline document format, POIC Safety generates a separate OCR against the updated PHCM document.

6. After the PHCM OCR has been approved by POD, POIC Safety provides the updated PHCM document in a WORD format to RICO to be posted on the RICO Realtime Information web site. POIC Safety posts the updated PHCM document into PIMS.

7. POIC Safety delivers a FINAL hardcopy of the updated PHCM document to the POD console, OC console (and/or SOC console during joint operations) to ensure they have the approved version.

8.
RICO emails cadre and Users of a notice that a new version of the PHCM resides in 
PIMS and on the RICO Realtime Information web site.

SOP 1.5.7

TITLE

GROUND COMMAND PROCEDURES DOCUMENT UPDATES

PURPOSE

To define the guidelines and procedures for updating and maintaining all volumes of the Ground Command Procedures (GCP) document.

PARTICIPATION

POD



POIF CM



PRO

RICO



GCP Book Manager

POIC Cadre

POM

EFFECTIVITY

Increment 3 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01)

MSFC Space Station Payload Operations Integration Function, Realtime Information Control and Records Management Plan (FD32-ICPLAN-01)

MSFC Payload Operations and Integration Department Data Management (Documentation) and Records Management Plan (MSFC-3023)
GENERAL

There are three volumes of the GCP:

Volume 1, Payload Support Systems Procedures, contains the ground command 



procedures for monitor and control of the core ISS system equipment required to 
support payload operations that have been delegated to the POIC.  These procedures 
are flight independent and updated through the real-time OCR process described in 
SOP 1.6.


Volume 2, EXPRESS/ARIS Procedures, contains the ground command procedures 



for monitor and control of the EXPRESS racks and the ARIS system of selected 



EXPRESS racks.  These procedures are flight independent and updated through the 


real-time OCR process described in SOP 1.6.


Volume 3, Payload Procedures, contain the ground command procedures for safing 



individual payloads and for limited payload operations that have been delegated to 


the 
POIC.  The limited payload operations delegated to the POIC must be 





accompanied by a corresponding NASA Payload Regulation authorizing the POIC to 


perform these operations on behalf of the User (PD).

These procedures are flight specific and a new volume is generated for each ISS flight stage operations.  The update of Volume 3 is controlled by ECR through the POIF CM function and approved by the PODF Control Board.  Once stage operations begin for the flight covered in Volume 3 of the GCP, then Volume 3 updates are controlled via the OCR process just as is done for Volumes 1 and 2.

The following procedure provides the instruction necessary to update Volumes 1 and 2 of the GCP. Changes to these volumes of the GCP may be identified by the real-time cadre or by Increment/Flight preparation team members.  While volume 2 of the GCP contains procedures only used by the Operations Control (OC) Team, Volume 1 of the GCP contains procedures used by both the OC Team and Data Management (DM) Team.

PROCEDURE

1. When a change to Volumes 1, 2, or 3 during the applicable stage operations phase of the GCP is identified, the change initiator submits an OCR with either the red-line change or a new procedure attached to the OCR for review.

2. Once the OCR is approved, POD assigns an action on the OCR for PRO to coordinate the change with the GCP Book Manager.

3. PRO notifies the GCP Book Manager of the change and provides a copy of the change that was attached to the OCR.

4. The GCP Book Manager makes the updates to the document and places the updated document in the GCP folder under the Miscellaneous folder in the Documents application of PIMS.

5. The GCP Book Manager e-mails RICO the updated document and posted the same copy in PIMS.

6. Upon notification, RICO archives the current on-line GCP documentation and posts the new version to the RICO Realtime Information Web Site.

7. An electronic copy to a CD-ROM is made and stored in the RICO HOSC Library.

8. RICO sends an email to notify the cadre of that the new version is in PIMS and on the web.

SOP 1.6

TITLE    
OPERATIONS CHANGE REQUEST PROCESSING via PIMS

PURPOSE
To define the procedure for OCR review, approval, and implementation by the POIC cadre and Users.

PARTICIPATION

POIC Cadre

Users

POD





EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01), Sections 3.2 and 8.4

Multilateral Payload Regulations (SSP 58002), Section 11

NASA Payload Regulations (SSP 58313), Section 8

Using the Huntsville Operations Support Center (HOSC) Payload Information Management System (PIMS) Software (HOSC-EHS-1136)

GENERAL

The capability to request changes to operations during an increment will be managed through the use of the PIMS OCR function.  Distribution, review, and approval/disapproval will be 

accomplished via PIMS to the appropriate parties involved. Any POIC cadre member or User will have the capability to generate an OCR.  OCRs cover realtime temporary or permanent changes to currently executing flight documentation.  Any changes to payload requirements or resource allocations require an OCR.  If a payload requires changes due to an anomaly with their payload, the OCR should be written by the User.  However, if payload activities must be changed as a result of systems problems or crew unavailability, the OCR will be written by a member of the cadre or User.  OCRs are prioritized, evaluated for compatibility, assessed for inclusion in scheduled workloads, and ultimately approved or disapproved. The POD will release the OCR to the POIC cadre and affected User(s) for review and cognizance. The POD will release OCRs at rates compatible with the workload of the cadre and the urgency of the issues.  Appeals for disapproved OCRs may be taken to the POD for changes initiated by the POIC cadre and to the LIS Rep for changes initiated by the Users (see SOP 1.6.2).  The time it takes for the POIC cadre to evaluate and approve an OCR varies, depending on the time-criticality and complexity of the change request.  For change requests that affect IDRD resource allocations and payload priorities, it is prudent for the OCR requester to pre-coordinate the development of the OCR with their Increment Scientist and/or the LIS Rep prior to submitting the OCR for review.  Change requests within resource distributions are not required to be pre-coordinated with the LIS Rep. 

Table 1.6-I defines the amount of advance time needed to process OCRs.  To increase the probability of approval and implementation, an OCR should be submitted as much in advance of the cutoff time as possible. When there is a compelling need to take clear action in a time-critical situation, the POD may direct the action to be taken and a follow-up OCR will be prepared after the fact.  Follow-up OCRs will not go through the nominal OCR review/approval process.  Once reviewed by the POD for accuracy, follow-up OCRs will be approved/implemented immediately after submission by the originator.  The POD has the final authority for OCRs generated by the POIC cadre and Users.  See Figure 1.6-1 for the OCR processing flow. 

TABLE 1.6-I ADVANCE TIMES FOR OCRs1 

	Category of Change or Event
	Advance Time

	Emergency Safing
	None2

	Malfunction response, time-critical events
	None2

	Non-Impact Changes to current Execute OSTP

Commanded or voiced change with no OSTP activity or resource impacts (may include scientific events requiring immediate action (issues involving vertebrates shall be addressed immediately per NPG 89.10) and crew-requested additional activities); also changes may include ops notes or execution updates or deletion of activity on OSTP
	3 hours

	Impact Changes to OSTP/STP

Changes with impact to other activities and/or additional resource requirements (may include Targets of Opportunity)
	96 hours prior to execution

	Modify/New Automated Procedures without CVT impacts
	3 hours

	Change Manual Procedure2

a) Non-Safety related

b) Safety related
	a) 72 hours prior to execution

b) 96 hours prior to execution

	Update to PES table managed by POIC 

a) No PSIV/F involvement

b) With PSIV/F involvement
	a) 2 hours

b) 24 hours

	
	

	Update to PES table managed by MCC-H
	48 hours

	New manual procedure

IFM or SODF/FDF impact
	96 hours

120 hours

	Modify/New Automated Procedures with CVT Impacts
	144 hours

	Timeline changes to be included in the STP in development, including all major timeline changes with resource impacts
	1800 GMT 8 days prior to the day of  execution

	Timeline changes to be included in the WLP  development
	1800 GMT on Friday 17 days prior to the Monday of the execution week

	Hazard control changes
	 5 business days

	ETOV

a) Crew Procedure

b) Flight Plan
	24 hours

24 hours

	Ground Command Procedure updates
	2 business days

	Hazardous Commands
	2 hours


1. All times shown are POIC processing based upon receipt of OCRs with validated files attached (i.e., automated procedures, manual procedures, etc.). 

2.  Task will be implemented immediately; a follow-up OCR must be submitted.
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FIGURE 1.6-1  OCR PROCESSING FLOW 

PROCEDURE

1. The originator develops an OCR in PIMS (refer to SOP 1.6.1).  The originator should ensure all possible impacts to the Station resources are included on the OCR.  The originator should also ensure the OCR is entered in the appropriate Flight MOP and comments on single or exact multiple flight requirements.

2. The originator submits the OCR to POD. 

3.
POD screens the form for completeness and takes one of five actions:

a) PUTBACK - If the originator has not provided all or adequate information for the POIC to evaluate and process the change request, POD can put back the OCR with the reasons annotated in the notes field under the CM Log tab.

b) APPROVE - POD has the authority to expedite an OCR by approving it without further review by the POIC cadre and affected User(s).  Extreme caution should be exercised when utilizing this feature to avoid unexpected impacts.  Upon approval, POD must assign actions to actionees for implementation via the Action List tab.

c) RELEASE - POD releases an OCR for POIC cadre  (See Table 1.6-II) and affected User(s) review.  Follow-up OCRs should also be sent for review by the POIC cadre to ensure that past events were properly recorded.

d) HOLD - POD may choose to delay the release of an OCR due to the cadre workload, length of lead time, or other ongoing events that may overcome the requested change.

e) DISAPPROVE - If the change request cannot be implemented due to violation of guidelines/policy or is unacceptable for other reasons, POD may disapprove immediately with the reasons annotated in the notes field under the CM Log tab.

TABLE 1.6-II POD OCR RELEASE DISTRIBUTION LISTS  (alphabetical)

	Position/EHS Designator
	A – Real- time Cadre
	B – STP and Realtime Support
	C - SOF (Haz cntls/

New proce-dures)
	D - Time-lines

 (STP/OOS/

OSTP)
	E - 

PODF
	F - 

EToV
	G -

 On-

Board

Training
	H - 

POIC Facility Documen-tation/

Other

	BANDIT/BANDALL0
	
	X
	
	X
	
	
	
	

	CPO/ CPO1ALL0
	X
	
	
	
	
	
	
	

	DMC/ DMC1ALL0
	X
	
	
	
	
	
	
	

	IST/ IST1ALL0
	
	
	
	
	
	
	
	X

	LIS Rep/ LIS1ALL0
	X
	
	
	
	
	
	
	

	OC/ OCTMALL0
	X
	
	
	
	
	
	
	

	PAYCOM/ PYCMALL0
	X
	
	
	
	
	
	
	

	PHANTOM/PHANALL0
	X
	
	
	
	
	
	
	

	POD/ POD1ALL0
	X
	
	
	
	
	
	
	

	PODF/ PODFALL0
	
	X
	
	X
	X
	
	
	

	POIC Safety/ SFTYALL0
	
	X
	X
	
	X
	X
	X
	

	POIC Stowage/ STOWALL0
	
	X
	
	X
	X
	X
	
	

	PPM-OOS/ PPM1ALL0
	
	X
	
	X
	
	X
	X
	

	PPM-STP/ PPM1ALL0
	
	X
	
	X
	
	X
	X
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	PRO1/ PRO1ALL0
	X
	
	
	
	
	
	
	

	PSE/ PSE1ALL0
	
	X
	X
	
	X
	
	
	

	RICO/ RICOALL0
	X
	
	
	
	
	
	
	

	SCM/ SCM1ALL0
	X
	
	
	
	
	
	
	

	SOC/ SOC1ALL0
	
	
	
	
	
	X
	
	

	TCO/ TCO1ALL0
	X
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	User (PD) as required
	
	X
	X
	X
	X
	X
	X
	


4.
Once released for review, the cadre and affected User(s) review the change request, and enters any special notes or actions required for implementation or rationale via the CM Log tab.   Reviewers may add attachments as required via the Reviewer Attachment tab.

5. 
Once the review is complete, the reviewer selects concur or non-concur.

6.
POD may disposition an OCR regardless of the reviewers recommendations or lack of response. POD reviews the input and dispositions the request by taking one of the following four actions:

a) PUTBACK – If the review concludes that more information is needed, POD can putback the OCR with the reasons annotated in the notes field under the CM Log tab.

b) APPROVE FOLLOW-UP – In this special case, if the cadre review is acceptable, POD may approve the OCR and it is considered implemented.

c) APPROVE – POD approves the OCR and assigns actions to actionees for implementation via the Action List tab. 

d) DISAPPROVE – Based upon review comments, POD may disapprove an OCR with the reasons annotated in the notes field under the CM Log tab.

7.
If the OCR is approved by POD, all affected POIC personnel are notified via PIMS To Do List of their assigned actions. The required implementing actions with an associated GMT due date are entered in the list by  POD.  

8.
As each POIC cadre member completes their action, they select the Implement button which changes the status in the Implemented column of the Action List from No to Yes.

The status of OCRs can be viewed on the PIMS Operations Change Request main window.
SOP 1.6.1      

TITLE

OCR GENERATION via PIMS

PURPOSE

To define the process for generating an OCR via PIMS.

PARTICIPATION

POIC Cadre

Users

POD

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Using the Huntsville Operations Support Center (HOSC) Payload Information Management System (PIMS) Software (HOSC-EHS-1136)

GENERAL

OCRs may be generated for a variety of reasons and are necessary to document off-nominal scenarios, rescheduling activities, procedure changes, commanding, documentation updates, On-board Training Working Group approved updates to existing or new on-board training files, and SOF issues. Any change to nominal payload operations which affects the scheduled allocation of resources must be accompanied by an OCR. The POD will screen all submitted OCRs for completeness and accuracy.  Thus, it is imperative that the originator of an OCR provide a thorough description on the OCR form of what needs to be accomplished.  The following procedure defines the items on the OCR form that must be filled out by the originator in order for the POD to release the OCR for POIC cadre review.  Please refer to the document Using the Huntsville Operations Support Center (HOSC) Payload Information Management System (PIMS) Software, HOSC-EHS-1136 for a copy of the PIMS OCR form.

Discussion about changes to or clarifications of activities occurring on the present crew day shall be coordinated with the OC.  Approval of the changes and any related crew communication shall be obtained from POD on the POD loop.  Changes to activities outside the present crew day that have failed to meet Short-Term Planning deadlines shall be coordinated with TCO.  (See SOP 3.1 for the Short-Term Planning process description.)  Approval of the changes shall be obtained from POD on the POD loop.

PROCEDURE

1. The originator develops an OCR by selecting a New OCR from the File menu or the main window of the (PIMS) Operations Change Request.

2. The Job ID is automatically assigned by PIMS.  The first four characters are a unique identifier for the User’s PIMS account.  The next four characters indicate if this account is authorized for access to all MOPs or only selected MOPs.  The last five characters are the sequential number assigned to the OCR by PIMS.  The numeration is continuous across ISS flights and increments such that every OCR is unique.

3. PRIORITY:  The originator indicates the priority of the OCR whether it is normal or urgent.  Urgent OCRs should be those that, if not implemented expeditiously, may cause hardware damage or significant science loss.  Science enhancement related OCRs should not be marked as urgent.

4. SPECIAL PROCESSING:  If applicable, the originator may include on the OCR special processing requirements.  OCRs identified as medically or proprietary sensitive will only be viewed by the originator and the POIC cadre, whereas all other OCRs may be viewed by all parties.  OCRs identified as Safety Of Flight must be approved by POIC Safety before they can be approved by the POD and implemented.

5. TITLE:  The originator includes a descriptive title of the proposed change.

6. TYPE:  The originator indicates the type of OCR whether it is standard or follow-up.  When there is a compelling need to take clear action in a time-critical situation, the POD may direct the action to be taken and a follow-up OCR will be prepared after the fact. 

7. EFFECTIVITY:  The originator includes the effectivity of the OCR whether it is Temporary, Permanent for this MOP (flight), or Permanent for future MOPs (flights).  The originator should also ensure the OCR is entered in the appropriate Flight mode and comments on single or exact multiple flight requirements.

8. IMPLEMENTATION REQUIREMENTS:  The originator includes the earliest (optional), desired (optional), or latest (mandatory) date when the change described in the OCR must occur on-board.  The date shall be in GMT (year, day of year, hour, minute, second).  If the required OCR implementation is based on a certain payload or systems event (ex.: 10 minutes after activation), then the originator may elect to define the Due Event on the OCR form.

9. DESCRIPTION OF CHANGE:  The originator includes a description of the required change in a thorough and accurate manner.  This part of the OCR is probably the most important section on the OCR, and failure to accurately describe the requested change is grounds for POD to put back an OCR.

10.  REASON FOR CHANGE:  The originator includes a reason for the requested change.  The reason usually is written with some sort of scientific background or is in relation to some off-nominal situation that has occurred. This statement should also include an assessment of the impact to operations if the requested change is not approved and implemented.

11. RESOURCE IMPACTS Tab:  The originator identifies the resources that are impacted by implementing the OCR.  

a) Activity/Sequence:  Indicate if the requirements for the activity changes are documented in the iURC program.  Provide necessary information to locate the requirements by entering the Activity Name and Sequence Name.  POIC cadre will fill in remaining fields.

b) Manual Procedures:  Identify the manual procedures that require modification by entering the procedure Title, Number, and Filename.  The originator should also indicate if user validation has been performed on this procedure.  The remaining fields will be checked by the POIC cadre members.

c) Commanding:  If changes are being requested to commands, the originator must indicate the nature of the command(s) – single, groups, hazardous, or OIU.

d) Downlink Data:  The originator should indicate the data link affected by this change request and whether video is affected.

e) File Uplink Request (to PL MDM):  The originator should indicate the source of the file (Payload Data Set or Timeliner Automated Procedure), identify the time it is needed on-board, the file size, and name.

12.
The rest of the OCR form is filled out by the various POIC cadre members.  See steps 3 through 8 of SOP 1.6 for further information.

SOP 1.6.1.1

TITLE

OCR GENERATION FOR OSTP/STP UPDATES

PURPOSE

To define the process of generating an OCR to update the OSTP/STP with an activity that has not been entered into interim User Requirements Collection (iURC) or modifies an activity that was entered into iURC.

PARTICIPATION

POIC Cadre

Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None

GENERAL

OCRs may be generated for a variety of reasons and are necessary to document off-nominal scenarios.  One such off-nominal scenario is the addition of an activity to the current OSTP/STP that has not been input to iURC pre-increment.  Any User requesting a new or modified activity to be performed must submit an OCR in accordance with SOP 1.6.1.  The following procedure must be used in conjunction with SOP 1.6.1 to accurately account for all resource impacts that a new or modified activity may encompass.  Please refer to Figure 1.6.1.1-1, New or Modified Activity Form, while viewing this procedure.  

PROCEDURE

1. POIC cadre/Users determine the need to generate an OCR to update the OSTP/STP with an activity that has not been entered into iURC/URC pre-increment.  

2. POIC cadre/Users generate an OCR in accordance with SOP 1.6.1 and attach the New/Modified Activity Form (Figure 1.6.1.1-1) to the OCR.  This form is located in PIMS under Miscellaneous.

3. The following information is required:

a) ACTIVITY NAME: The originator includes a descriptive name of the activity.

b) PROCEDURE NAME: The originator includes the procedure name if applicable.

c) EXECUTION NOTE: The originator includes the execution note.

d) DURATION: The originator indicates the minimum and preferred amount of time to accomplish the activity.  

e) CREW: The originator includes the appropriate crewmember(s) required to perform the desired activity and the duration required.  

f) ISS CONDITIONS: The originator includes the conditions outlined in Figure 1.6.1.1‑1 that are required before, during, or after the activity.

g) THERMAL: The originator includes the required thermal resources outlined in Figure 1.6.1.1-1. 

h) DATA: The originator includes the required data resources.  The originator also indicates if the data is realtime and where the data is to be routed.

i) VIDEO:  The originator includes the required video resources.  The originator includes the destination for the routing of the video and if the video is to be downlinked realtime. 

j) POWER:  The originator includes the amount of power required and if a Utility Outlet Panel (UOP) is required.

k) HRF RESOURCES: The originator includes which Human Research Facility resources are to be used. 

l) OTHER RESOURCES: The originator includes the required resources listed in the Other Resources box of Form 1.6.1.1-1.

NOTE:  The originator includes any information that is not captured in the above fields.  In addition, the originator includes any temporal relationships among other activities that are required. 

	Activity Name
	Procedure Name

	XXXXXX
	XXXXXX

	Duration
	Execution Note

	
	
	XXXXXX

	Minimum
	0/00:00:00
	

	Preferred
	0/00:00:00
	ISS Conditions

	Crew
	(00:00)
	
	before
	during
	after
	start
	
	end

	
	X
	All of
	X
	SC1
	(00:00)
	
	X
	Voice
	X
	
	X
	
	X
	
	(00:00)
	-
	(00:00)

	
	X
	One of
	X
	SC2
	(00:00)
	
	X
	Cmd w/ D/L
	X
	
	X
	
	X
	
	(00:00)
	-
	(00:00)

	
	X
	SC3
	(00:00)
	
	X
	Orbital Day
	X
	
	X
	
	X
	
	(00:00)
	-
	(00:00)

	sub-interval only 
	(00:00)
	-
	(00:00)
	
	X
	SAA
	X
	
	X
	
	X
	
	(00:00)
	-
	(00:00)

	Thermal

	Air Cooled
	Water Cooled

	
	X
	Internal Air (AAA)
	XXX
	W dissipated
	
	X
	MTL
	600
	dissipated W

	
	X
	Cabin Air 
	XXX
	W dissipated
	
	X
	LTL
	64
	Flow Rate (kg/hr)

	

	
	sub-interval only
	(00:00)
	-
	(00:00)
	

	Data
	Video

	Rate
	XX
	
	X
	Realtime
	Rate
	
	Mbps
	X
	Realtime

	
	X
	High Rate (Mbps)
	X
	bit stream
	X
	packet
	Destination
	location

	
	X
	Med Rate (Mbps)
	Destination
	location
	
	
	X
	Ground APID
	LAB1D3

	
	X
	Low Rate (Kbps)
	X
	Ground APID
	LAB1D3
	
	
	X
	Payload
	

	
	X
	Payload
	
	
	
	X
	Monitor
	

	
	
	X
	ISS Video Recorder
	

	
	sub-interval only
	(00:00)
	-
	(00:00)
	
	sub-interval only
	(00:00)
	-
	(00:00)

	Other Resources
	Power

	
	start
	
	end
	
	Rate
	XXX
	W
	X
	UOP #
	X
	

	
	X
	USL Camcorder
	(00:00)
	-
	(00:00)
	
	
	
	
	
	

	
	X
	35mm Camera
	(00:00)
	-
	(00:00)
	
	sub-interval only 
	(00:00)
	-
	(00:00)
	

	
	X
	Electronic Still Camera
	(00:00)
	-
	(00:00)
	
	HRF Resources
	
	
	
	

	
	X
	Express Laptop
	(00:00)
	-
	(00:00)
	
	
	X
	HRF PC
	(00:00)
	-
	(00:00)
	

	
	X
	Vacuum Resource
	(00:00)
	-
	(00:00)
	
	
	X
	HRF Workstation
	(00:00)
	-
	(00:00)
	

	
	X
	Vacuum Waste
	(00:00)
	-
	(00:00)
	
	
	X
	HRF GASMAP
	(00:00)
	-
	(00:00)
	

	NOTES:




FIGURE 1.6.1.1-1  OCR REQUIRING NEW/MODIFIED ACTIVITY FORM

SOP 1.6.2

TITLE

OPERATIONS APPEAL PROCESS

PURPOSE

To define an appeal method for Users during the process of changing planned operations.

PARTICIPATION

Users




LIS Rep

IPM




POIC Cadre

POD

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

SOP 1.6, OCR Processing, is the process by which a User or cadre member introduces changes to planned operations as they appear in the Short-Term Plan (STP).

The POD uses established payload priorities, payload regulations, and cadre assessments, including research priorities from the LIS Rep, to decide what changes may be introduced into the currently executing plan (i.e., ‘today’s OSTP). Authority for this decision rests with the POD. Appeals cannot be accommodated within the time constraints of a plan in execution. Users must provide effective input to the cadre during OCR evaluation so that appropriate decisions can be made. This includes information provided to the LIS Rep that bears on research priorities. 

In the timeframe beyond the OSTP currently in execution, a User may appeal a disapproved change by acting expeditiously as described below, i.e., there is no appeal route for the OSTP on-board for today and tomorrow.

PROCEDURE

1. Affected User notifies POD that an appeal will be made against a dispositioned OCR.

2. Affected User contacts the respective Research Program Office (RPO) to assert the request.

3. If the RPO agrees with User’s position, the RPO contacts LIS/LIS Rep to advocate the request.

4. If LIS/LIS Rep concurs with User and RPO, LIS Rep notifies POD that the User’s request will be discussed at the next Pre-Mission Management Team (MMT) Tag-up Telecon.

5. Increment Payload Manager (IPM) mediates and resolves the issue.

6. If the resolution requires a change to operations planning, User submits an OCR consistent with the resolution per the process of SOP 1.6.

SOP 1.6.3   

TITLE
BACKUP OCR PROCESSING (via EMAIL)

PURPOSE
To define the procedure for OCR review, approval, and implementation by the POIC cadre and Users.

PARTICIPATION

POIC Cadre

Users

RICO

POD





EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Function Configuration Management Plan (FD32-CMPLAN-01), Sections 3.2 and 8.4

Multilateral Payload Regulations (SSP 58002), Section 11

NASA Payload Regulations (SSP 58313), Section 8

GENERAL

The capability to request changes to operations during an increment will be managed through the use of a Microsoft Word file located on the World Wide Web (WWW).  Distribution, review, and approval/disapproval will be accomplished via email to the appropriate parties involved. Any POIC cadre member or User will have the capability to generate an OCR.  OCRs cover realtime temporary or permanent changes to currently executing flight 

documentation.  Any changes to payload requirements or resource allocations require an OCR.  If a payload requires changes due to an anomaly with their payload, the OCR should be written by the User.  However, if payload activities must be changed as a result of systems problems or crew unavailability, the OCR will be written by a member of the cadre.  OCRs are prioritized, evaluated for compatibility, assessed for inclusion in scheduled workloads, and ultimately approved or disapproved.  The POD will release the OCR to the POIC cadre and affected User(s) for review and cognizance. The POD has the authority to limit the number of OCRs in the system by not releasing certain OCRs for review that have a considerable amount of lead time associated with them.  Appeals for disapproved OCRs may be taken to the POD for changes initiated by the POIC cadre and to the LIS Rep for changes initiated by the Users (see SOP 1.6.2).  The time it takes for the POIC cadre to evaluate and approve an OCR varies, depending on the time-criticality and complexity of the change request.   For those change requests that affect IDRD resource allocations and payload priorities, it is prudent for the OCR requester to pre-coordinate the development of the OCR with their Increment Scientist and/or the LIS Rep prior to submitting the OCR for review.  Change requests within resource distributions are not required to be pre-coordinated with the LIS Rep. While an OCR may implement a permanent change for the currently executing increment, an ECR must be generated for those permanent changes that extend beyond the currently executing increment. (See SOP 1.5.)

Table 1.6-I defines the amount of advance time needed to process OCRs.  To increase the probability of approval and implementation, an OCR should be submitted as much in advance of the cutoff time as possible. When there is a compelling need to take clear action in a time-critical situation, the POD may direct the action to be taken and a follow-up OCR will be prepared after the fact.  Follow-up OCRs will not go through the nominal OCR review/approval process.  Once reviewed by the POD for accuracy, follow-up OCRs will be approved/implemented immediately after submission by the originator.  The POIC POD has the final authority for OCRs generated by the POIC cadre and Users.  See Figure 1.6-1 for the OCR processing flow. 

PROCEDURE

1. The originator downloads the OCR form, Figure 1.6.4-1, from the RICO Realtime Information web site (access through POI page http://payloads.msfc.nasa.gov/station/).  The originator develops an OCR utilizing Microsoft Word 97 indicating the change required.  The originator should ensure all possible impacts to the Station resources are included on the OCR.

2. The originator submits the OCR form to POIC POD via email (see SOP 1.4 for email address) as an attached document. 

3. POD screens the form for completeness and takes one of five actions by selecting the appropriate option from the pull-down menu for disposition:

a) PUTBACK – If the originator has not provided all or adequate information for the POIC to evaluate and process the change request,  POD can return the form to the User via email with a message that explains what information is missing or inadequate.

b) APPROVE –  POD has the authority to expedite an OCR by approving it without further review by the POIC cadre and affected User(s).  Extreme caution should be exercised when utilizing this feature to avoid unexpected impacts.  Upon approval, the POD must assign actions to actionees for implementation.  RICO forwards the OCR as an email attachment to those positions.

c) RELEASE –  POD releases an OCR for POIC cadre and affected User(s) review by selecting the Release option from the pull-down menu.  RICO forwards the OCR as an email attachment to a pre-determined distribution list (refer to Table 1.6-II) and affected User(s).  Follow-up OCRs should also be sent for review by the POIC cadre and affected User(s) to ensure that past events were properly recorded.

d) HOLD –  POD may choose to delay the release of an OCR due to cadre workload, length of lead time, or other ongoing events that may overcome the requested change.

e) DISAPPROVE – If the change request cannot be implemented due to violation of guidelines/policy or is unacceptable for other reasons, POD may disapprove immediately.  POD should notify the originator via email that the request has been denied with explanation.

4.
Once released for review, the cadre and affected User(s) review the change request, selects the appropriate title for their position from the pull-down menu, selects either the approve or disapprove entry from the pull-down menu, records the GMT of this action on the form, and enters any special notes required for implementation or rationale.  The reviewer should also add the appropriate actions that need to take place to implement the OCR in the Action section of the OCR form.  After the form is complete, the reviewer should use the “forward” function, not the “reply” function, to email their disposition to POD.  The subject field in the email should reference the OCR number, position name, and disposition.

RICO consolidates the reviewer’s recommendations, notes, and actions, then forwards to POD.

5.
POD may disposition an OCR regardless of the reviewers recommendations or lack of response. POD reviews the input and dispositions the request by taking one of the following four actions:

a) PUTBACK – If the review concludes that more information is needed, POD can return the form to the originator with a message that explains what information is missing or inadequate.

b) APPROVE FOLLOW-UP – In this special case, if the cadre review is acceptable,  POD may approve the OCR and it is considered implemented.

c) APPROVE –  POD marks the OCR as APPROVED, assigns actions to actionees for implementation, and RICO forwards the OCR as an email attachment to those actionees. 

d) DISAPPROVE – Based upon  review comments, POD may disapprove an OCR.  POD should notify the originator via email that the request has been denied with an explanation.

6.
If the OCR is approved by POD, all affected POIC personnel are notified via email to proceed with implementing their assigned actions. The required implementing actions with an associated GMT due date  are entered on the OCR by POD.  

7.
As each POIC cadre member completes their action, they email/call the next actionee and RICO indicating the action closure.  They also enter the GMT for their completed action on the OCR form.

8.
When all items on the Action List have been completed, the last actionee of the OCR emails RICO indicating that the OCR is implemented.

9.
RICO then emails the cadre members, affected User(s), and OCR originator on the original distribution list a message indicating OCR implementation.

SOP 1.6.4

TITLE

ALTERNATE OCR GENERATION (via eOCR FORM)

PURPOSE

To define the process for generating an OCR if PIMS unavailable.

PARTICIPATION

POIC Cadre

Users

POD



POIC Safety

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None

GENERAL

This procedure describes OCR generation if PIMS unavailable.  OCRs may be generated for a variety of reasons and are necessary to document off-nominal scenarios, rescheduling activities, procedure changes, commanding, documentation updates, On-board Training Working Group approved updates to existing or new on-board training files, and SOF issues. An OCR must accompany any change to nominal payload operations, which affects the scheduled allocation of resources. The POD will screen all submitted OCRs for completeness and accuracy.  Thus, it is imperative that the originator of an OCR provides a thorough description on the OCR form of what needs to be accomplished.  The following procedure defines the items on the OCR form that must be filled out by the originator in order for the POD to release the OCR for POIC cadre review.  Please refer to Figure 1.6.4-1, OCR Form, while viewing this procedure.  The OCR form is located on the RICO Realtime Information web site at (http://payloads.msfc.nasa.gov/station/rico/ricowelcome.html).

	
	Title:       

	
	OCR#:       
	Originator:       

	Priority

 FORMCHECKBOX 

Normal

 FORMCHECKBOX 

Urgent
	Type

 FORMCHECKBOX 

Standard

 FORMCHECKBOX 

Follow-Up
	Effectivity

 FORMCHECKBOX 

Temporary

 FORMCHECKBOX 

Permanent for this MOP

 FORMCHECKBOX 

Permanent for future MOPs


	Implementation Requirements

STP Event:       
Earliest Date:
     
Desired Date:
     
Latest Date:
     
	Special Processing

 FORMCHECKBOX 

Medically Sensitive

 FORMCHECKBOX 

Proprietary 

 FORMCHECKBOX 

Safety of Flight

	Description of Change:
     


	Technical Rationale for Change:
     


	Resource Impact Summary

	Activity/Sequence

 FORMCHECKBOX 

Requirements in iURC

Activity Name: 
     
Sequence Name:
     
Activity Group:
     
Sequence Group:
     
User Group:
     
	Manual Procedures 

Title
Number
File Name

     
     
     
 FORMCHECKBOX 

User Validation 

 FORMCHECKBOX 

POIF Verification for Standards

 FORMCHECKBOX 

POIF Verification for Non-Interference

	Commanding

 FORMCHECKBOX 

Single Commands

 FORMCHECKBOX 

Groups

 FORMCHECKBOX 

Hazardous

 FORMCHECKBOX 

OIU
	Downlink Data

 FORMCHECKBOX 

Low Rate (< 100 Kbps)

 FORMCHECKBOX 

Medium Rate (< 4 Mbps)

 FORMCHECKBOX 

High Rate (< 50 Mbps)

 FORMCHECKBOX 

Video
	File Uplink Request (to PL MDM)

 FORMCHECKBOX 

Payload Data Set

 FORMCHECKBOX 

Timeline Automated Procedure

Time Needed On-Board:
     
File Size:
     
File Name:
     

	
	
	

	POD Disposition:
 FORMDROPDOWN 

GMT:
     

	Notes:
     


	POIC Review 
Position:
 FORMDROPDOWN 

Disposition:
 FORMDROPDOWN 

GMT:
     

	Notes:
     


	Actionee
Action
GMT Due
GMT Completed
	Action
	GMT Due
	GMT Completed

	     
Action
GMT Due
GMT Completed
	     
	     
	     


FIGURE 1.6.4-1  eOCR FORM

Discussion about changes to or clarifications of activities occurring on the present crew day shall be coordinated with the OC.  Approval of the changes and any related crew communication shall be obtained from the POD on POD loop.  Changes to activities outside the present crew day that have failed to meet Short-Term Planning deadlines shall be coordinated with the TCO.  (See SOP 3.1 for the Short-Term Planning process description.)  Approval of the changes shall be obtained from the POD on the POD loop.

PROCEDURE

1. TITLE:  The originator includes a descriptive title of the proposed change.

2. OCR #:  The originator is responsible for defining the OCR number using the following naming convention:  expnSSF1nnnnnn where expn is a 4-character representation of the experiment name, SSF1 is a fixed character string representing Space Station Flight increment, and nnnnnn is the numerical number of the OCR chosen at the discretion of the initiator.  It is the originator’s responsibility to ensure that duplicate numbers are not used.

3. ORIGINATOR:  The originator includes the originator’s name.  This may be the experiment name or an individual’s name.

4. PRIORITY:  The originator includes the priority of the OCR whether it is normal or urgent.  Urgent OCRs should be those that, if not implemented expeditiously, may cause hardware damage or significant science loss.  Science enhancement related OCRs should not be marked as urgent.

5. TYPE:  The originator includes the type of OCR whether it is standard or follow-up.  When there is a compelling need to take clear action in a time-critical situation, the POD may direct the action to be taken and a follow-up OCR will be prepared after the fact. 

6. EFFECTIVITY:  The originator includes the effectivity of the OCR whether it is Temporary, Permanent for this MOP, or Permanent for future MOPs.  

7. IMPLEMENTATION REQUIREMENTS (TIME/EVENT):  The originator includes the earliest (optional), desired (optional), or latest (mandatory) date when the change described in the OCR must occur on-board.  The date shall be in GMT.  If the required OCR implementation is based on a certain payload event (ex.: 10 minutes after activation), then the originator may elect to include the event on the OCR form.

8. SPECIAL PROCESSING:  If applicable, the originator may include on the OCR special processing requirements. Only an OCR originator and the POIC Cadre will view OCRs marked as “medical” or “proprietary sensitive”, other OCRs may be viewed by all parties.  POIC Safety must approve OCRs marked as “SOF” before they can be approved by the POD and implemented.

9. DESCRIPTION OF CHANGE:  The originator includes a description of the required change in a thorough and accurate manner.  This part of the OCR is probably the most important section on the OCR, and failure to accurately describe the requested change is grounds for a POD to put back an OCR.

10.  TECHNICAL RATIONALE FOR CHANGE:  The originator includes a reason for the requested change.  The reason usually is written with some sort of scientific background or is in relation to some off-nominal situation that has occurred. This statement should also include an assessment of the impact to operations if the requested change is not approved and implemented.

11. RESOURCE IMPACT SUMMARY:  The originator identifies the resources that are impacted by implementing the OCR.  

a) Activity/Sequence:  Indicate if the requirements for the activity changes are documented in the iURC program.  Provide necessary information to locate the requirements by entering the Activity Name, Sequence Name, Activity Group, Sequence Group, and User Group. 

NOTE:

“Crew time” appears on the PIMS based OCR but not the eOCR form 




shown above.  The generator of the OCR is still expected to assess 





crewmember and crew time impacts when appropriate and note in the 




Description block.

b) Manual Procedures:  Identify the manual procedures that require modification by entering the procedure Title, Number, and File Name.  The originator should also indicate if user validation has been performed on this procedure.  The POIC cadre members will check the remaining fields.

c) Commanding:  If changes are being requested to commands, the originator must indicate the nature of the command(s) – single, group, hazardous, or OIU.

d) Downlink Data:  The originator should indicate the data link affected by this change request and whether video is affected.

e) File Uplink Request (to PL MDM):  The originator should indicate the source of the file, the file size, and name, and identify the time it is needed on-board.

12.
Various POIC cadre members will complete the remainder of the OCR form.  See steps 3 through 9 of SOP 1.6.3 for further information.


SOP 1.6.5

TITLE  

OCR PROCESSING DURING CONCURRENT FLIGHT SUPPORT

PURPOSE

To define the procedure for OCR processing of concurrent flights and to provide guidelines for OCR management between MOPs.

PARTICIPATION

All POIC cadre members

Users

EFFECTIVITY

Increment 2 and subsequent

GENERAL

The POD has overall responsibility for ensuring all OCRs, both pre-mission and realtime, are dispositioned for all flights. Pre-mission OCRs can be submitted as early as 2 months prior to flight or when the Flight PIMS module is available, whichever comes first.  For any flight, the first look at Pre-mission OCRs will begin at 4 weeks prior to launch.  The current POD in charge has the responsibility for operationally managing flight OCRs within their respective increment and the Lead POD for the next increment has responsibility for operationally managing OCRs starting with the first flight of a new increment.  TABLE 1.6.5-I, OCR PROCESSING TEMPLATE shows the overlap of flight MOPs with OCR processing starting at L-4 weeks for each flight.

POIC cadre and Users should submit OCRs to the appropriate flight MOP based on expected time of implementation.  However, flight transition anomalies or delays in timelines will force OCRs to be either transitioned to the next flight or dispositioned under the current flight.  OCR development during any flight transition timeframe will follow these guidelines:

1) OCRs should be submitted to the flight MOP of which the OCR is expected to be implemented;

2) If a current OCR is in the system and planned for the current flight, but slips to the next flight, the OCR will still be implemented within the current MOP;

3) There are cases when an OCR will have to be transitioned to the next MOP. At POD discretion, RICO or the originating developer will transition OCRs to the next MOP.

TABLE 1.6.5 – I OCR PROCESSING TEMPLATE














Procedure

1. POD, as part of normal OCR processing, evaluates submitted OCRs for potential/ desired implementation times.  

2. POD ensures OCRs are submitted to the correct flight/MOP and puts back any OCRs submitted to the wrong flight MOP for correction.  OCRs should not be submitted to the current MOP during the final 24 hours prior to transition.

3. POD with input from POIC cadre members and RICO evaluates active OCRs during the MOP transition phase for OCRs that are transitioned to the next flight MOP in PIMS.  

4. POD directs either OCR developer or RICO to transition selected OCRs to the next MOP.  The Developer or RICO submits a new OCR in the upcoming MOP. In the “New” OCR, the original OCR is “saved” and inserted as a Word Document as a supporting attachment in the new OCR; other supporting or reviewer attachments are included as additional supporting attachments (unless incorporated into the original OCR).

5. RICO or OCR developer annotates the Original OCR number into the beginning of the title of the new OCR, e.g. from old OCR “Reschedule…” to new OCR “POD1all0009  Reschedule..”. In addition, a statement is entered in the Description of Change block stating the previous CM State the OCR had reached e.g., POIC Review, or Final Approval.  This provides continuity for new MOP operations.  The New OCR enters the “Submit for POIC” CM state and appears on the POD console.

6. POD identifies a transitioned OCR in the new MOP by the OCR Title beginning with the old OCR number followed by its original title (space permitting). If the old CM state for the old OCR is stated as “POIC Review”, the POD releases the OCR for review again. If the old CM state for the old OCR is stated as “Final Approval”, POD re-assigns actions and approves the new OCR.
SOP 1.7 

TITLE
PAYLOAD ANOMALY REPORT (PAR) PROCESSING

PURPOSE
To define the procedure for processing PARs that are tracked in the Payload Anomaly Log (PAL).

participation

POD


POIC Cadre

 POIC Safety


RICO

CSE

Users


OC




LIS Rep



PSE

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

Note: 
this procedure is not subject to change via OCR without prior approval from the POIF 

Lead.

GENERAL

All payload, facility class payload rack, EXPRESS Rack/Pallet, and Laboratory Support Equipment (LSE) anomalies, including anomalies occurring during ETOV, will be tracked via the PAR and the PAL.    An anomaly report is the single tool for collecting and summarizing all aspects of an anomalous event from all the participants through resolution of the event.  These reports will also enable future engineering analysis should the need arise.  The appropriate User, facility, or POIC cadre member will generate a PAR per SOP 1.7.1 and submit the PAR to the OC within 48 hours after the occurrence of the anomaly.  The OC manages the PAL and all PAR closures during real-time operations.  The PSE manages the anomaly resolution and PAR closure during off-line operations. The PSE coordinates anomaly resolution with CSE for EXPRESS related anomalies, directly with the User for payload related anomalies, or with the appropriate MCC-H off-line disciplines for system related anomalies that affect payload operations.

PAR Guidelines

1. An anomaly is defined as any event, condition, or configuration not anticipated as the nominal response during the execution of crew or ground procedure, or as the nominal operation of equipment software or hardware.  The purpose of a PAR is to record off-nominal behavior with sufficient information of the circumstances surrounding the event to enable experts off-line to analyze the event and recommend further investigative steps to be taken, to provide a resolution to correct the problem, or to provide an operational workaround to avoid the problem in the future.  The primary responsibility of the real-time cadre in response to an anomaly is to achieve a safe configuration to ensure the safety of the crew or vehicle, and to ensure the health and status of other payloads and facilities or system equipment that could be affected by the anomaly.
2. All PARs must be worked to closure with the appropriate resolution documented on the PAR form.  For payload related PARs, the User (PD) is responsible for providing the closure rationale.  For EXPRESS and system related anomalies, the PSE, or designated POIC cadre member, is responsible for providing the closure rationale.

3. When an anomaly results in the complete failure of a payload, all open PARs must be closed before the payload is operated on ISS.  The closure rationale should document the correction made to payload hardware and/or software, and/or the procedural changes required to avoid the problem in the future.  The User (PD), with the help of the PSE, is responsible for providing the closure rationale based on post flight engineering analysis and safety review board direction.

4. PARs will only be approved for closure when the correction of the problem has been verified by ground testing or flight operations, or when testing of the resolution is not possible, a thorough analysis of the correction/workaround has been made.  Some PAR resolutions may be documented as "Use As Is".  In these cases, an Operations Note will be generated to document the event for future operations.

5. PARs resolutions that require In-Flight Maintenance (IFM), refer to SOPs 2.11 and 2.26, will remain open until the IFM has been performed and the correction verified during flight operations.

6. All re-occurrences of an anomaly will be documented:

· If the anomaly is considered major (i.e., a hardware failure or results in significant loss of science) or has a different signature than the previous anomaly, a new PAR form will be required to document the event.

· If the anomaly does not impair the operations of the device, result in significant loss of science (i.e., the science can be rescheduled), or has the same signature as a previous event, the event will be documented on the existing PAR form (may require a closed PAR to be reopened).  For anomalous events that re-occur frequently with the same signature, a table may be attached to the existing PAR form to record the date and time of the event and other relavent information about the event.

7. The SOC is responsible for the coordination of anomalies occurring during ETOV.  Specifically, the SOC is responsible for payload anomalies occurring while the payload is in the Shuttle middeck or during transfer operations.  Transfer operations are considered complete, and the responsibility for payload anomalies transfers to the OC, when:

· After a payload is transfered per the transfer list.

· Upon completion of a powered payload transfer procedure.

8. Anomalies occurring with International Partner (IP) payloads in the U.S. Laboratory or with IP payloads in an U.S. facility in an IP module are handled in accordance with the guidelines and instructions in this SOP.

procedure

1. OC, or SOC for payload anomalies during ETOV,  directs User or POIC cadre member, responsible for the area for which a payload anomaly has occurred or that is affected by the ISS systems anomaly, to write the PAR. OC assigns a PAR number for this anomaly based on the naming convention in SOP 1.7.1.

2. PAR originator downloads blank PAR Form, Figure 1.7.1-1, and instructions from the Anomaly folder in the Documents section of PIMS or the RICO Realtime Information web site (address in SOP 1.8) and completes the form.  The PAR form is a Microsoft Word document.

3. Originator emails the completed PAR to OC (email address per SOP 1.4).

4. OC reviews the PAR for completeness and accuracy.  OC can also request review of the PAR by other cadre members.

5. If the PAR requires modifications, OC contacts the originator to correct the PAR and email the modified PAR to OC.

6. OC emails the PAR to POD, and LIS Rep.

7. OC reviews the PAR for any potential safety implications. POIC Safety may be called in by POD per OC’s recommendation to work any PARs with potential safety implications. LIS Rep ensures that science research impacts are identified.

8. Once the PAR is acceptable, OC updates the PAL.  OC emails the PAR to RICO who posts it to the Open PAR table on the RICO Real Time Information web site.  (SOP 1.8 has web address.)

9. If the payload anomaly might affect ISS systems operations, OC faxes or emails the PAR 
to the appropriate MCC-H flight controller, as requested.

10. Every morning Monday through Friday, PSE reviews all open PARs. PSE ensures that the PARs are worked to closure and the resolution of the anomaly is complete.  At the end of each working day, PSE informs the on-console OC of the status of all open PARs. OC updates the status of PARS in the PAL with 
information provided by the PSE.

11. 11.
When the anomaly is resolved, the PAR originator or PSE enters the closure information and emails the form to OC. 

12. OC reviews the PAR closure information for completeness and accuracy. 

13. If the PAR closure information requires modifications, OC contacts the originator to correct the PAR closure information and again emails the form to OC.

14. OC emails the completed PAR to POD for closure.

15. Once the PAR closure is acceptable to POD, POD enters POD’s name and GMT.POD emails the closed PAR to RICO and OC.

16. RICO posts the Closed PAR to the Closed PAR folder on the RICO Realtime Information web site and into the PIMS Closed folder.  (SOP 1.8 has address.)  RICO deletes the Open PAR, same subject, from the Open PAR Table on the RICO Real Time Information web site.

17. OC updates the PAL.   OC sends the PAL to POD each day with OC Team Daily 
Status Report.  POD sends the PAL to RICO, who posts it in the Miscellaneous/POIC Daily Status Reports/ directory in PIMS.

SOP 1.7.1

TITLE

PAR GENERATION

PURPOSE

To provide the instructions for completing the PAR form.

PARTICIPATION

POIC Cadre

Users

OC

RICO


PSE

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None

GENERAL

The following procedure defines the items on the PAR form that must be filled out by the originator, OC, and POD.  Please refer to Figure 1.7.1-1, PAR Form, while viewing this procedure.

PROCEDURE

Originator should complete Blocks 1 through 11 on the form as follows and email the form to the OC or, if anomaly resolved, Blocks 1 through 13, and email the form to the OC.

1. PAYLOAD: Name of payload or experiment experiencing the anomaly or receiving the affect of a ISS system anomaly.  If subrack payload, specify subrack payload name here and then identify the facility the payload is associated with in Block 6.

	ISS PAYLOAD ANOMALY REPORT FORM

	1. PAYLOAD:       
	2. NUMBER:       

	3. ORIGINATOR:       
    PHONE NUMBER:       
	4. PAYLOAD LOCATION:      

	5. PARTNER AFFILIATION:      
	6. FACILITY AFFILIATION:      

	7. TITLE:      
ISS SYSTEM ANOMALY REPORT TITLE AND NUMBER (IF APPLICABLE):      

	8. GMT OF ANOMALY:      


	9. ANOMALY DESCRIPTION:       

	10. IMPACTS:

SAFETY OF FLIGHT IMPACT FORMCHECKBOX 
 

ISS SYSTEMS IMPACT   FORMCHECKBOX 

STATIONWIDE P/L RESOURCE IMPACT  FORMCHECKBOX 

CROSS FLIGHT/INCREMENT IMPACT  FORMCHECKBOX 
 

OTHER  FORMCHECKBOX 
 



	11. IMPACT DESCRIPTION:       

	12. ANOMALY RESOLUTION:      
MCC-H ISS SAR CLOSURE (IF APPLICABLE):  FORMCHECKBOX 


	13. GMT ANOMALY CLOSED:       

	14. POD CLOSURE APPROVAL:      
MCC-H FLIGHT DIRECTOR (IFAPPLICABLE):      
	15. CLOSURE APPROVAL 

      GMT:      


FIGURE 1.7.1-1 PAYLOAD ANOMALY REPORT FORM

2. NUMBER: The POIC controls and assigns this number. OC calls the originator to initiate the PAR and provide the PAR number. OC assigns the PAR numbers according to the following naming convention:

(a) First six characters designate the payload or support equipment number when completing the PAR followed by a “-“, like CBGA- or ExpRk2-.

(b) Four characters to designate the nature of the problem followed by a “-“.  The characters used are:

ELE

Electrical

FLD

Fluids

GSE

Ground Support Equipment

HW

Hardware

MECH

Mechanical

SW

Software

SYS

ISS Systems 

(c) Four characters to indicate a numeric sequence, like 0001 or 0034.

Examples of the numbering convention are ADVASC-FLD-0001 or STES9-ELE-0034.

3. ORIGINATOR: The name and phone number of the person responsible for completing and submitting the PAR form.

4. PAYLOAD LOCATION:  Element location of payload. Examples: JEM, COF, U.S. Lab.

5. PARTNER AFFILIATION:  Partner organization payload is associated with.

6. FACILITY AFFILIATION:  Facility or rack payload is located in.  Input LSE if applicable.

7. TITLE:  Descriptive title of payload anomaly. If the PAR is written in response to an ISS system anomaly that affects payload operations, include the title and number of that ISS System Anomaly Report (SAR) here.

8. GMT OF ANOMALY: GMT when anomaly was first recognized.

9. ANOMALY DESCRIPTION:  Clear, complete description of anomaly.  

10. IMPACTS:  If the anomaly affects either or all of the five boxes, place an X in the appropriate box(es). 

11. IMPACT DESCRIPTION:  Provide a clear, complete description of impacts of the anomaly.  If a box is checked in Block 10, elaborate on the impacts here.

When anomaly is resolved, originator should complete Blocks 12 and 13 on the form as follows and email the form to the OC, if not completed in initial submission.

12. ANOMALY RESOLUTION: Provide an explanation of how the anomaly was resolved.  Identify any malfunction procedures, maintenance procedures, etc., executed to resolve the anomaly.  If the PAR is applicable to ISS systems operations, MCC-H closure must be obtained.

13. GMT ANOMALY CLOSED: GMT when recovery actions were completed and payload or ISS system anomaly was resolved.

POD should complete Blocks 14 and 15 on the form as follows and email to the originator and to RICO for posting.

14. POD CLOSURE APPROVAL: POD on-console who formally approves closure should put their name here.  If the payload anomaly affects ISS systems operations, note the name of MCC-H Flight Director who has approved the closure of the PAR.  If an ISS system anomaly affects payload operation, note the name of MCC-H Flight Director who approved the closure of the ISS SAR.

15. CLOSURE APPROVAL GMT: GMT POD approves closure of anomaly. 

SOP 1.8         

TITLE
PAYLOAD OPERATIONAL PRODUCT RELEASES AND POIC FORMS 

PURPOSE
To define the procedure for POIC operation products to be released and provide location of POIC forms.

participation

POIC cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Multilateral Payload Regulations (SSP 58002), Section 10

GENERAL

Payload operations products and forms will be available for easy access to all Space Station personnel.  procedure

1. Each POIC cadre position  delivers their POIC payload operations products (Table 1.8-I) to the appropriate location and notifies per Table 1.8-I.

2. POIC form locations are described in Table 1.8-II.

Table 1.8-I  PAYLOAD OPS PRODUCTS/LOCATIONS (Sheet 1 of 5)

	Product
	Position Producing Product
	Location or

WWW Address
	Notification Method
	Delivery Time
	SOP

	STP
	PPM
	PG, PIMS, JEDI or RICO Realtime Information Web page*
	Announcement on POD loop
	Notification by MCC-H OPS PLAN
	3.1.4

	WLP Update
	PPM
	PG, PIMS, or  JEDI or RICO Realtime Information Web page*
	 Announcement on POD loop
	Wednesday 2 weeks prior to execution
	3.1.3

	OSTP (Initial File)

OSTP Updates
	TMM

TCO
	OSTPV tool

 Jedi, PIMS, RICO Realtime Information Web page*
	Announcement on POD loop
	Post of final OSTP from MCC-H
	3.2

	DFP
	BANDIT
	PIMS, PG, and RICO Realtime Information Web page*
	Automatically updated
	2300 GMT
M-F
	3.4

	NASA Payload Command Plan
	CPO
	PIMS
	Announcement on POD loop
	Daily (10 pm CT)
	2.28


*RICO web page via the POI home page: 
http://payloads.msfc.nasa.gov/station
Table 1.8-I  PAYLOAD OPS PRODUCTS/LOCATIONS (Sheet 2 of 5)

	Product
	Position Producing Product
	Location or

WWW Address
	Notification Method
	Delivery Time
	SOP

	PODF (Native Format)
	PODF Support
	PIMS
	Automatically updated
	Dring OCR Implementationt
	2.1

	SODF (MPV Library)
	PODF Support
	MPV
	Announcement on POD loop
	After on-board implementation of PODF change
	2.1.2

	PODF (MPV Library)
	PODF Support
	MPV
	Announcement on POD loop
	After on-board implementation of PODF change
	2.1

	SODF (MPV Library)
	PODF Support
	MPV
	Announcement on POD loop
	After on-board implementation of SODF change
	2.1.2

	Integrated Payload File Uplink Plan
	CPO
	PIMS (FGMT)
	Automatically updated
	Before start of the payload ops
	N/A

	Payload Anomaly Report

(PAR)
	OC
	PIMS (Closed) and RICO Realtime Information Web page* 
	email
	When completed by POD or released by OC for posting to the web site or PIMS 
	1.7


*RICO web page via the POI home page: 
http://payloads.msfc.nasa.gov/station
Table 1.8-I  PAYLOAD OPS PRODUCTS/LOCATIONS (Sheet 3 of 5)

	Product
	Position Producing Product
	Location or

WWW Address
	Notification Method
	Delivery Time
	SOP

	Payload Anomaly Report (PAR) Log 
	OC 
	PIMS and RICO Realtime Information Web page*
	email
	When completed by POD or released by OC for posting to the web site or PIMS 
	1.7

	Payload Communication Log
	PAYCOM
	PIMS and RICO Realtime Information Web page*
	NA
	Within 3 hours after end of crew work day
	2.9

	Crew Training Matrix (NASA Payload Regs, App. F)
	PAYCOM
	PIMS and RICO Realtime Information Web page*
	NA
	Crew performance of OBT + 48 hrs
	2.4

	POD Daily Status Report (DSR)
	POD
	PIMS and RICO Realtime Information Web page*
	NA
	Within 12 hours of the completion of a 24-hour GMT period
	1.3

	Payload On-Board Training Log
	PAYCOM
	PIMS
	Announcement on POD loop
	Performance of OBT +7 days
	2.4

	Permanently Missing Interval (PMI) Tracking Log
	DMC
	PIMS and RICO Realtime Information web page*


	NA
	As required
	4.5


*RICO web page via the POI home page: 
http://payloads.msfc.nasa.gov/station
Table 1.8-I  PAYLOAD OPS PRODUCTS/LOCATIONS (Sheet 4 of 5)

	Product
	Position Producing Product
	Location or

WWW Address
	Notification Method
	Delivery Time
	SOP

	Transfer List
	SOC
	PIMS (Miscellaneous/Transfer Lists) and RICO Realtime Information Web page*
	Announcement on POD loop
	Each crew sleep period during Joint Ops
	5.3.4

	DMI List
	PSE
	RICO Realtime Information Web page*
	NA
	As required
	2.26

	ISS Work PlanHOSC Operations Information
	IST
	RICO Realtime Information Web page*
	RICO receives and links RICO Realtime Information web site to HOSC Operations Information URL sources
	NA
	NA

	Transition Timeline Checklist
	POD
	RICO Realtime Information Web page*
	NA
	Launch -2 weeks
	5.1

	
	
	
	
	
	


*RICO web page via the POI home page: 
http://payloads.msfc.nasa.gov/station
Table 1.8-I  PAYLOAD OPS PRODUCTS/LOCATIONS (Sheet 4 of 5)

	Product
	Position Producing Product
	Location or

WWW Address
	Notification Method
	Delivery Time
	SOP

	Payload Hazard Control Matrix (PHCM)
	POIC Safety
	PIMS and 

RICO Realtime Information Web page*
	Announcement on POD loop
	As required
	NA

	Hazmat (For cadre use only)
	POIC Safety
	Mission PC (g:/hazmat)
	email
	As required
	2.27

	ETOV Crew Procedures
	SOC
	JEDI, email
	Announcement on POD loop
	As required
	NA

	Flight Plan
	SOC
	JEDI, PIMS, RICO Realtime Information Web page* 
	Announcement on POD loop
	1 hour prior to STS crew wake-up
	NA


*RICO web page via the POI home page: 
http://payloads.msfc.nasa.gov/station

SOP 1.9

TITLE

REALTIME OPERATIONS FEEDBACK COORDINATION

PURPOSE

To define the coordination between the POIC and Ops Prep Team that is for synchronicity between on-going realtime operations and pre-increment preparation.

PARTICIPATION

POIC Cadre

Ops Prep Team

EFFECTIVITY

Increment 2 and subsequent 

REFERENCE DOCUMENTATION

MSFC Space Station Payload Operations Integration Configuration Management Plan (FD32-CMPLAN-01)

GENERAL

ISS operations consist of two distinct but interwoven phases: realtime and preparation. These phases are continuous for the life of the Station and occur in parallel; i.e., as current operations are being implemented in realtime, other activities are working towards months or years in the future.  As such, there needs to be a link between the operations personnel and the operations preparation support personnel preparing for the next stage/increment.  POM provides that link.  POM shall have the responsibility of providing knowledge learned on-orbit to the operations preparation personnel, and likewise, knowledge learned and stage inputs/products developed during the operations preparation phase of increments to the increment operations personnel.  The types of knowledge transferred between these two groups of people include safety information, configuration management changes, PODF changes, training data, and planning information.  Knowledge may be passed from the 

increment operations cadre by documenting a Lessons Learned in their Daily Status Report or by requesting that an OCR be converted to an ECR, a pre-flight OCR, or an ops prep action.  Operations preparation personnel may request that a change be made to the increment operations activity by requesting that an ECR be converted to an OCR or that a product/input affecting a stage within the increment be submitted for review/disposition via an OCR (reference Figure 1.9-1). 

PROCEDURE

NOTE:  These procedures have no set timeframe but are implemented on an “as-needed” basis.

A. Ops Prep to Realtime 

1. POM or POCB/NPOCB/USPODFCB Chair determines that an ECR/CCBD to a payload ops prep product or an input to an external product should be assessed for implementation by the realtime team.  The PLOT Chair may also identify potential process/procedure updates based on new information coming in from preparation activities. (Example:  Rack testing at KSC. A particular procedure may benefit from a change, but the change should be tested on-orbit prior to implementing .)  
2. All potential inputs to the POIC cadre shall be forwarded to POM.
3. POM discusses ECR, CCBD, or other inputs with POD for applicability.

4. POD directs RICO to convert the ECR/CCBD or an input to external stage product to an OCR (reference SOP 1.6 and SOP 1.5.3).
5. Upon the OCR approval, POD assigns the appropriate action to implement the change.  
B.  Realtime Changes That Should Be Assessed by the Ops Prep Team

1. Realtime changes affecting future increment operations may be identified in several ways:

a) A cadre member or User identifies in an OCR that the change request should be made “Permanent for future MOPs” and indicate the stage or increment (reference SOP 1.6).  


FIGURE  1.9-1 OPS FEEDBACK FLOW

i.
These OCRs may be to cadre ops documentation or to increment products.

b) PAYCOM records crew comments made during DPC, WPC, OBT sessions.  (SOP 2.9)

i.
For comments to baselined operations products, POD directs the requirements owner (User) to write an OCR and/or appropriate change request to reflect the crew comments.  PAYCOM tracks the crew comments to ensure that an OCR has been written.

ii.
For crew comments to OPR-controlled products or operations preparation documentation, PAYCOM records the crew comment/Lessons Learned into their Daily Status Report.  

c)
A cadre member identifies the need for an improvement in a process in their Daily Status Report (reference SOP 1.3). The cadre’s DSR is emailed to the ops prep team per SOP 1.3.

2.
 For an internal team process update, the DSR is mailed to the ops prep team lead for further assessment and implementation.  If the process updates involve more than that cadre position, the process update is sent to POD who will forward to POM for further assessment and implementation.

3.
For OCRs that have been indicated as being “Permanent for future MOPs” and affect other increments, POD directs RICO to send the OCR to POIF CM for evaluation to determine the appropriate disposition (reference SOP 1.5.2).

The OCR is evaluated by POM and the CM Screening Team for disposition as follows:

a) Determine not applicable

b) Levy Production Team/PLOT/Ops Prep action

c) Convert to ECR 

d) Re-submit as pre-flight OCR (see POH, Volume 1).

a) 4.   POM works with the PLOT chair to identify the process updates.

SOP 1.10

TITLE
POIC FACILITY/REMOTE SITE PROBLEM REPORTING

PURPOSE
To define procedures for POIC cadre to request support for problems encountered when using the POIC systems.

participation

CPO
SYSCON
Marshall OPS
Users

DMC
Marshall Data
Marshall Comm
POIC Cadre

HOSC Support 

Desk (HSD)

EFFECTIVITY

Increment 2 and subsequent

reference documentation

POIC Capability Document (PCD) (SSP 50304)

GENERAL

POIC cadre who experience problems with the POIC systems should first review the procedures to assure proper operations.  If the problem persists, the Problem Reporting Matrix, Table 1.10-I, defines the methods for reporting specific problems.  All cadre/Users should perform step 5 below before reporting their problem to the designated contact on the problem reporting matrix.

procedure

1. In the event of a problem or failure, the POIC cadre should follow the guidelines as described in the Problem Reporting Matrix, Table 1.10-I.

2. In the event of a remote site problem or failure, the remote site Users should follow the guidelines as described in Table 1.10-II.  Remote site Users operating within a TSC should first report problems to their respective TSC facility.

3. Problems reported with equipment located on the POIC cadre’s console (workstation, PC, comm set, video selector) may result in the cadre relocating to another position.  This is based on the significance of the problem, the level of Integrated Support Team (IST) support, and the established response time.

4. For all POIC services, if reported problem’s recovery period is affected by the level of IST support, the appropriate IST member will status the cadre.

5. When a cadre member experiences a problem at their console and assistance is required, the following questions should be answered and logged prior to reporting the problem

a) When did the problem occur?

(1) During a normal operations function …

(2) During or right after logon to EHS workstation …

(3) During a NRT Data request, Database selection, using Utilities, while trying to print, etc. …

b) Has this same function worked before?

c) Do you have Netscape loaded?

d) Is function working but has slow response?

TABLE 1.10-I  POIC PROBLEM REPORTING MATRIX (Sheet 1 of 3)

	PROBLEM
	NOTIFY
	METHOD
	REQUIRED INFO

	1.
Facility

Air Conditioning


Heating


Lighting


Power


Safety Violations


Security


Fire
	Marshall OPS 
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone-PABX #

	1.a 
Facility (Con’t)


Heating
	Marshall Data
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone-PABX #

	2.
POIC Data Systems


Telemetry Server


Command Server



(Includes Command 

Server manager 


(CSM))


Database Server


PIMS Server


WEB Server


ERIS Server

	SYSCON
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone-PABX #

	2.a.
POIC Data Systems 


(Con’t)



Printers
	Marshall Data
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone-PABX #

	3.
Telemetry Data Routing


Realtime


Playback


Near Realtime System
	Marshall Data
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone-PABX #

	4.
SYSTEM Configuration


User Accounts


Exception Monitor


Calibration (DB)


Limit Changes (DB)


	SYSCON
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone-PABX #


TABLE 1.10-I  POIC PROBLEM REPORTING MATRIX (Sheet 2 of3)

	PROBLEM
	NOTIFY
	METHOD
	REQUIRED INFO

	5.
Communications


EVoDS/Comm Panel


EViDS/Video 



Monitors


External Comm 


Interfaces


Fax
	Marshall Comm
	HOSC Ops Loop
If no comm available, call 544-6140
	Console Position/

Name/Room Number

Problem Description

Phone-PABX #

	6.
Workstations


Hardware


	Marshall Data
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone- PABX #

	6.a
Workstations



Software
	SYSCON
	HOSC OPS Loop
	Console Position/

Name/Room Number

Problem Description

Phone- PABX #

	7.
Commanding


	CPO
	CPO Loop
	Console Position/
Name/Room Number
Problem Description
Phone-PABX #

	8.
Payload Planning


System (PPS)


Servers

Workstations


TREK
	HOSC Support Desk (HSD)
	(256) 544-5066
	Console Position/

Name/Room Number
Problem Description
Phone-PABX #

	9.
Other Equipment


Local Area Network


Time Distribution 

System


Print Servers
	Marshall Data
	HOSC OPS Loop
	Console Position/

Name/Room Number
Problem Description
Phone-PABX #

	10.
POIC PC’s


Hardware
	Marshall Data
	 HOSC OPS Loop


	Console Position/e-mail name/Name/Room #
Problem Description
Phone-PABX #
NEMS #

	10. a
POIC PC’s


Software/email
	SYSCON
	HOSC OPS Loop
	Console Position/e-mail 
Name/Room #
Problem Description
Phone-PABX #
NEMS #


TABLE 1.10-I  POIC PROBLEM REPORTING MATRIX (Sheet 3 of 3)

	PROBLEM
	NOTIFY
	METHOD
	REQUIRED INFO

	11.
Telemetry Downlink
	DMC
	DMC Loop
	Console Position/ Name/Room Number
Problem Description
Phone-PABX #

	12.
Any Other Issues
	Marshall Ops or Marshall Data
	HOSC OPS Loop
	Console Position/ Name/Room Number
Problem Description
Phone-PABX #


TABLE 1.10-II  REMOTE SITE PROBLEM REPORTING MATRIX

	1.
Communications
	Marshall Comm
	RPI OPS Loop
If no comm available, call 544-6140
	Console Position/ Name/Room Number
Problem Description
Phone-PABX #

	2. Commanding,  File


 Transfer
	CPO
	CPO Loop
	Console Position/ Name/Room Number
Problem Description
Phone-PABX #

	3.
Telemetry
	DMC
	DMC Loop
	Console Position/ Name/Room Number
Problem Description
Phone-PABX #

	4.
GSE Packets

Xwindow Login
	SYSCON
	RPI OPS Loop
	Console Position/ Name/Room Number
Problem Description
Phone-PABX #

	5.
Any Other Issues
	Marshall Ops or Marshall Data
	RPI OPS Loop
	Console Position/ Name/Room Number
Problem Description
Phone-PABX #


SOP 1.11

TITLE

DISTRIBUTIVE CONTROL ROOM GRAPHICS (DCRG) CONTROL

PURPOSE

To define the procedure for controlling the DCRG System within the POIC Payload Control Area (PCA). 

PARTICIPATION

POD

SYSCON

EFFECTIVITY

Increment 3 and subsequent 

REFERENCE DOCUMENTATION

POIC Capabilities Document (SSP 50304)

HOSC Functional Requirements and Implementation Plan (MSFC-PLAN-904), Chapter 7, Section 16.0

GENERAL

The EHS 2D Ground Track Display (GTD) is a web application that is accessible from the EHS external web server.  Authorized remote Users and TSC Users will have access to the display from their web launch pad.  The graphic components include:  a background 2D Earth map, day/night demarcation lines, vehicle icons for ISS and other selected vehicles, an ISS ground track, and text fields for the current ISS latitude, longitude, altitude, and the current HOSC activity GMT.  An IST position will activate the display on a dedicated PC with output routed to the HOSC video matrix for distribution to a large screen projector and assigned video destination.  POIC cadre and local Users can view the display from these video sources.

The POD has the capability to control the DCRG System from within the PCA.  The SYSCON shall have the responsibility of initializing the DCRG System and activating the overhead projectors after which the POD will assume control of the DCRG System.  The PCA will have two screens onto which the 2D GTD and other video outputs may be displayed.

PROCEDURE

1. SYSCON initializes the DCRG System from their console and remotely control the activation of the overhead projectors.

2. SYSCON notifies POD when initialization and activation are complete.

3. POD then has total control of the DCRG System outputs and video matrix routing.

4. As updates to the DCRG are required, SYSCON notifies POD.

5. POD notifies SYSCON as to when the DCRG System can be deactivated.

6. SYSCON deactivates the DCRG System and loads the updated DCRG Systems models.  The DCRG System is then re-activated.

7. SYSCON notifies POD when re-activation of the DCRG System is complete.

8. POD resumes control of the DCRG System.

SOP 1.12

TITLE
GROUND SYSTEMS RECOVERY

PURPOSE
To define the steps necessary for the IST to notify the POIC cadre of a failure within the POIC Ground Systems, recovery actions and configuration restoration.

participation

POD




POIC Cadre

Marshall Ops

Marshall Comm

Marshall Data

SYSCON

EFFECTIVITY

Increment 2 and subsequent

reference documentation

POIC Capabilities Document (PCD) (SSP 50304)

GENERAL
The POIC Ground Support Systems includes Payload Data Service System (PDSS), Enhanced HOSC System (EHS), Payload Planning System (PPS), and the Enhanced Mission Communications System (EMCS).  Within the individual support systems there is multiple equipment with associated software.  Once the IST identifies a failure or degraded mode of operation on a system, this procedure will provide a method to ensure proper personnel are notified of the required recovery or failover actions. The HOSC Resource Failure Contingency Matrix (http://payloads.msfc.nasa.gov/station/ external/doc/HOSC_Resource_ Failure_Contingen) contains information about the device type, function, impact, contingency, time to restore service, the discipline that works the problem, and the time to repair.

procedure

1. Based on the area of the ground system failure the appropriate IST discipline informs POD and other EHS operators of the degraded system status on the POD loop.


Status provided includes:

a) Specific system/equipment failed or degraded

b) If failed, whether automatic fail-over to backup was performed

c) If degraded, what capabilities are affected

d) If the problem is hardware or software related

e) Recovery work required

f)
Identify cadre/User actions in support of recovery work

2. As required the POD provides status of the failed ground system to the appropriate cadre/positions/Users affected on the POD loop.

3. If an automatic failover is performed with no impact to support activities, IST works to restore the primary system and then coordinates a period to reinstate the primary configuration with the POD.  If primary system failed during a period when IST support is reduced, the IST will status POD on recovery timeframe.

4. If the system has failed with no auto-recovery or degraded, if possible IST provides a work around until the problem is recovered and informs POD and other EHS operators.  If failed during reduced IST support, the IST will notify POD of recovery period.

5. When the system problem is corrected, IST informs POD of the work performed and coordinates with POD a time period to restore the primary system configuration.

6. POD coordinates with Marshall Ops or Marshall Data a system restoration time and provides status of the recovery actions performed to other cadre/positions/Users affected on the POD Loop.

SOP 1.13

TITLE
REALTIME  KEYSET  MODIFICATION

PURPOSE
To define the procedures to request modifications to Enhanced HOSC Voice Distribution System (EVoDS) keyset configuration during realtime operations.  

participation

POIC Cadre

POD

Users



Marshall Comm

EFFECTIVITY

Increment 2 and subsequent

reference documentation

HOSC Users Handbook (HOSC-HUH-233), Section 6

GENERAL

Each keyset has a predefined configuration built by Marshall Comm.  Realtime keyset modifications are ones deemed necessary to satisfy the realtime support objectives.  Certain risks are inherent with a realtime reconfiguration of HOSC assets/intercenter network sources.  Proper assessment of keyset modifications requested and the equipment involved will be done prior to requesting approval.

procedure
1. User/cadre (requester) identify a need to add or subtract a voice loop to their current configuration. 

2. Requester must obtain approval from POD for ALL realtime keyset configuration 
changes.

3. If adding a loop, the requester must coordinate with the loop owner for access approval.

4. Requester notifies Marshall Comm of the keyset change required.

5. Marshall Comm fills out a Voice Access Approval Form (VAAF).  The form and its instructions are available on the web at https://red-dwarf.msfc.nasa.gov.  Click on “HOSC Support Desk” then under Online Procedures, click on “Voice Access Approval.”  The HOSC-HUH-233, Section 6, provides an overview of the process required to submit realtime changes to the EVoDS keyset.

6. Marshall Comm reviews the VAAF and determines what is required for the reconfiguration.

7. Marshall Comm informs POD of the change request and provides an electronic or paper copy of the VAAF.

8. POD discusses change with the requester to ensure that the change is required to satisfy their realtime support activities. 

9. POD ensures access approval received with circuit/loop owner, identified in Block 9 of the VAAF.

10. Marshall Comm contacts POD for approval.

11. If approved, Marshall Comm coordinates with the requester and POD for time period to implement the keyset reconfiguration. 

12. Upon completion of change, Marshall Comm submits the HOSC Change Request to document the change.

SOP 1.14

TITLE
REALTIME COMMAND AND TELEMETRY DATABASE MODIFICATION

PURPOSE
To define the steps to make modifications to the baseline database and to the EHS workstation for telemetry definitions. 

participation

POIC Cadre

Marshall Ops 

Users


POD

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Using the HOSC Database Change Software (HOSC-EHS-190)

Getting Started with HOSC Applications Software (HOSC-EHS-120)

GENERAL

For a given increment or mission, the database may require a realtime modification during the mission/increment.  The EHS system provides a DataBase Change Request (DBCR) capability to modify present data or to add new data.  The EHS system also provides the EHS User a capability to modify their EHS workstation for telemetry calibration and limit definitions.  Ground Ancillary Data Packets are a configuration-manned part of the baselined database.  Any changes to the Ground Ancillary Data Packet made during realtime should follow Procedure “A” below.

procedure
A. Modification to the Baseline Database Used During Realtime Operations

1. Once the User/cadre (requester) has identified and confirmed a database problem they should contact POD.

2. POD then contacts Marshall Ops for confirmation and impact of the problem.

3. Once verified, POD has the requester write an HOSC Problem Report (HPR) and submit a DBCR.  The forms and instructions are available on web at TBD.  If required, Marshall Ops is the signature authority for escalating an HPR to critical.  Details on the DBCR process are referenced in the HOSC-EHS-120 and 190 documents.

4. Then the Database Control Board (DBCB) and the HOSC Management Control Group (if permanent change is for telemetry local tables or command database) reviews and provides disposition of the change requested.

5. If approved, a new revision of the database is created.

B.
Modifications to EHS User Workstation for Telemetry Calibration and Limit Definition

1. The User/cadre requires a telemetry calibration or a limit definition change to a parameter in the database.

2. The User/cadre can make a temporary change under their account and local table for a new telemetry calibration or limit definition.

3. The User/cadre has the responsibility to inform all personnel within their position/account of the change.

4. If the change needs to be permanent, the User/cadre must follow the Modifications to Baseline procedures above.

SOP 1.15

TITLE

SEVERE WEATHER

PURPOSE

To specify actions to notify and protect persons in control room areas in the event of severe weather.

PARTICIPATION

Marshall Ops 


Marshall Comm

POIC Cadre


SYSCON

Users

EFFECTIVITY

Increments 2, 3, and 4

REFERENCE DOCUMENTATION

HOSC Users Handbook (HOSC-HUH-233)

GENERAL

During periods of threatening weather either of the following two conditions will cause personnel in the HOSC to be evacuated to safe areas:

1. Marshall Ops or POD, upon evaluating local TV and radio weather coverage, will make the judgement that a severe weather occurrence is imminent and initiate appropriate action. Normally, local TV broadcast is not available to POIC areas, but can be routed to specific consoles on a case-by-case basis by Marshall Comm.

2. An Emergency Warning System (EWS) announcement of a tornado sighting will also initiate action to take shelter.

MSFC uses an EWS to warn personnel of approaching severe weather, particularly tornadoes, and to issue instructions to take shelter. Using National Weather Service information, Emergency Operations Center personnel operate the EWS to make the following announcements:

Tornado WATCH 
15-second steady tone followed by voice announcement:

Remain at work location, close blinds and drapes, and prepare to evacuate to a designated safe area. Review evacuation plans posted on facility walls to locate the nearest designated safe area. The announcement will include any specific instructions.

Tornado WARNING
15-second steady tone followed by announcement:


Evacuate immediately to designated safe area.

All Clear
15-second steady tone followed by announcement:


Return to work areas.

To avoid interference with ongoing mission operations, some specific POIC operational areas do not have functional EWS speakers.  Hallways, other support rooms, and common use areas do have speakers. To notify persons in areas without speakers, Marshall Ops notifies the POD by voice loop and by announcement over the paging system.

The following areas do not have functional EWS speakers:

a) PCA-1 

b) PCA-2 

c) M-101 UOA

d) M-103 UOA

PROCEDURES

1. Upon National Weather Service announcement of a tornado watch, Marshall Ops notifies POD on POD loop.  Announcement may be repeated on any additional loop per request.  

JOIP NOTE:  POD notifies FD that POIC is under a tornado watch.

2. Marshall Ops directs Marshall Comm to route local TV weather coverage to the POD console video monitor and verifies that the contingency console keyset database has been loaded.

3. Marshall Ops notifies POD of an EWS sighting announcement.

4. Should POD make the initial decision to evacuate, POD notifies Marshall Ops that the cadre is evacuating to contingency positions and safe areas.

5. On the POD loop, POD instructs cadre and any local Users to enable screen lock on their workstations and to evacuate to safe areas located in the UOA M-101.  (Screen locks are performed by hitting the ctrl-alt-del combined key stroke, then selecting the enable screen lock option.)

6. POD notifies remote Users of weather condition and notifies those remote Users who are logged onto the contingency EHS workstations via X-windows sessions (see Table 1.15-I and Figure 1.15-1) to log off.  (Also, for increment-specific EHS remote assignments, see cadre-specific handbooks.)

JOIP NOTE:  POD informs FD of the POIC cadre evacuation to the shelter.

7. POD, PAYCOM, OC, TCO, CPO, PRO, PHANTOM, and DMC proceed to their designated contingency consoles located in M-101 (see Table 1.15-I and Figure 1.15-1), carrying with them the packages containing keyset overlays for the earlier generation communication sets in UOA M-101; severe weather procedures; and any additional weather information.  (During Joint Ops, SOC replaces TCO.)

8. Marshall Ops uses the in-house paging system to notify all personnel of weather status and instructs personnel, not in direct support of mission operations, to safe areas.

9. Marshall Ops remains in the Data Operations Control Room (DOCR) area to maintain operations communications after ensuring that all notifications have been made.

JOIP NOTE:  Marshall Ops notifies Houston Ground Control and the network on the MCC Coord loop as to the fact that most of the HOSC stations have been evacuated due to severe weather.

10. Marshall Comm loads the weather contingency files on the designated contingency keysets for POD, PRO, OC, CPO, and DMC.

11. POD, PRO, OC, CPO, and DMC:

(a)  Login to workstations at contingency positions.

(b)  Apply keyset labels contained in the hand-carried contingency package. 

(c)  Inform Marshall Ops of the status on the HOSC Ops loop.

NOTE:  Space-to-Ground (S/G) talk/monitor activation/deactivation capability can be done through PAYCOM via voice coordination with Marshall Comm. 

12. If payload or PLSS operations require continued commanding, POD, CPO, OC, DMC, and SYSCON coordinate resumption and control of command enablement.

13. Once the severe weather has passed, Marshall Ops notifies POD on the POD loop.

14. POD, PAYCOM, OC, TCO, CPO, PRO, PHANTOM, and DMC confer on an appropriate time to return to normal operations.  POD notifies Marshall Ops when the return to normal operational areas is expected to occur.

15. POD announces on the POD loop that all personnel may return to normal workstations and notifies Marshall Ops that nominal keyset configurations may be restored.

JOIP NOTE:  POD informs FD that the POIC cadre is returning to normal operational areas.

16. Marshall Ops directs Marshall Comm to disable the local TV broadcast routing to the POD console.

TABLE 1.15-I  UOA M101 CONTINGENCY CONSOLE LOCATIONS

	POSITION
	UOA M101
	EVoD

	POD/TCO

During joint ops, SOC replaces TCO
	#21
	4-9762

	OC/PAYCOM
	#22
	4-9755

	PRO
	#23
	4-9758

	DMC/PHANTOM
	#24
	4-9753

	CPO
	#25
	4-9754


TABLE 1.15-II USOC WORKSTATION UTILIZATION

	USOC WORKSTATION
	INC 2

EHS 4.2.7
	INC 3

EHS 4.2.10
	INC 4

EHS 4.2.10

	GPEHS083 (1)
	ARIS
	ARIS
	MELFI

	GPEHS084 (2)
	HRF
	HRF
	HRF

	GPEHS007 (3)
	 PCG
	
	PCG

	GPEHS004 (4)
	ADVASC
	ADVASC
	ADVASC

	GPEHS046 (5)       S
	CGBA
	
	CGBA

	GPEHS031 (6)       S
	CPCG
	
	CPCG & MEPS

	GPEHS033 (7)       S
	SAMS
	SAMS
	SAMS

	GPEHS085 (8)
	PCS
	PCS
	PCS

	GPEHS087 (9)
	CSA
	 
	MSG

	GPEHS030 (10)     S
	EXPRESS
	EXPRESS
	BPS

	GPEHS086 (11)     S
	MAMS
	MAMS
	MAMS

	GPEHS019 (12)
	 
	DCPCG
	DCPCG

	GPEHS071 (13)
	
	 
	ZCG

	GPEHS080 (14)
	
	BSTC & BTR
	BSTC & BTR

	GPEHS027 (15)
	
	
	SPCDRM

	TBD
	
	
	EXPRESS


S = Severe Weather Contingency Support Workstation (USOC/UOA-2)

NOTE:  Only 15 EHS Workstations allocated to USOC until 10/1/01

               when 15 additional workstations installed.

[image: image3.wmf]
FIGURE 1.15-1  POIC SEVERE WEATHER CONTINGENCY FALL BACK AREA POSITIONS 21, 22, 23, 24, 25

SOP 1.16

TITLE

PRE-IMMT TAG-UP TELECON SUPPORT

PURPOSE

To define the process for gathering information in support of the Increment Mission Management Team (IMMT) telecon.

PARTICIPATION

POD



POM

IPM



LIS

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

ISS PMIT Team Execution Plan (TEP) (SSP 50471)

RPWG Operations Plan

GENERAL

The JMMT telecon occurs daily during Joint Operations phases, and the IMMT occurs weekly all other times to communicate accomplishments and status to program managers. An hour preceding this meeting, IPM convenes a telecon to gather information needed to represent the payload operations. POD provides the payload status information via the Daily Status Report (SOP 1.3).

PROCEDURE

1. In accordance with SOP 1.3, Cadre Daily Report Preparation, POD transmits a payload operations status report to IPM, LIS, and POM by 0100 GMT each day to support the telecon activities.:

1 




2 
2. Since the POD DSR does contain a status beyond 0000 GMT from the previous day, POM reviews current POD log and any additional information to support the pre-IMMT tag-up telecon.

3. 
IPM convenes the telecon with POM and LIS a half hour before the scheduled IMMT meeting. The off-going console shift POD supports as necessary.
4. IPM, POM, and LIS support the IMMT meeting by telecon/videocon.  The off-going shift POD supports as necessary.

5. POM reports a summary back to the on-console POD.  This summary shall include any actions and issues as well as any requirements for OCRs.

SOP 1.17


TITLE

VOICE LOOP LISTING

PURPOSE

To list the voice loops that will be available for POIC interface with PDs for conducting operations.

PARTICIPATION

Users



POIC Cadre

EFFECTIVITY

Increment 4 and subsequent

REFERENCE DOCUMENTATION

MCC-H/POIC JOIP (SSP 58034), Execution Operations

GENERAL

The voice loops which will be available to POIC cadre and Users for conducting payload operations are named and described in the following tables. The MSFC Voice Loop Sets are shown in Table 1.17-I. Table 1.17-II provides loop names, descriptions, distribution information, and designates loops as Basic, Conditional, and Optional. Basic loops are those which should be continuously monitored while a PD is supporting operations. These loops have traffic that has significant importance for overall operations aboard ISS. Conditional loops may not require continuous monitoring but will be necessary when a PD desires to perform certain kinds of frequent operations; for instance, during payload transfer, commanding or replanning. Optional loops may have occasional usefulness to a PD and be used only for very specific purposes.

Facilities with limited voice resources will coordinate voice loop configurations on a case basis with Ground Data Services and the Increment Lead POD prior to the increment sim activities.

TABLE 1.17-I  MSFC Voice Loops Sets (Sheet 1 of 2)

	Voice Loop
	Basic

Set
	Command
	Crew/
PODF
	Data
	EXPRESS
	Video
	ETOV

Suppt
	Misc.
	Sim

Coord

	A/G-1 (M)
	
	
	
	
	
	
	X
	
	

	A/G-2 (M)
	
	
	
	
	
	
	X
	
	

	CPO
	
	X
	
	
	
	
	
	
	

	DMC
	X
	
	
	
	
	
	
	
	

	EXPRESS Coord
	
	
	
	
	X
	
	
	
	

	FMT Coord (M)
	
	X
	
	
	
	
	
	
	

	ISS Flt Dir (M)
	X
	
	
	
	
	
	
	
	

	Ku Coord (M)
	
	
	
	X
	
	
	
	
	

	LIS Coord
	X
	
	
	
	
	
	
	
	

	NASA TV (M) *
	
	
	
	
	
	
	
	X
	

	OC (PAYCOM/Safety)
	X
	
	
	
	
	
	
	
	

	PCS COORD
	X
	
	
	
	
	
	
	
	

	PHANTOM
	
	
	
	
	
	X
	
	
	

	PL Data
	
	
	
	X
	
	
	
	
	

	Planning Coord
	X
	
	
	
	
	
	
	
	

	POD
	X
	
	
	
	
	
	
	
	

	PODF Support
	
	
	X
	
	
	
	
	
	

	POIC Stowage
	X
	
	
	
	
	
	
	
	

	Prime Ops (M)
	
	
	
	
	
	
	X
	
	

	PRO-1
	X
	
	
	
	
	
	
	
	

	PSE *
	
	
	
	
	X
	
	
	
	

	SAMS COORD
	X
	
	
	
	
	
	
	
	

	S/G-1 

(Talk, if required)
	X
	
	
	
	
	
	
	
	

	S/G-2

(Talk, if required)
	X
	
	
	
	
	
	
	
	

	SCI 1-5
	X
	
	
	
	
	
	
	
	

	SOC
	
	
	
	
	
	
	X
	
	

	RPI Ops *
	X
	
	
	
	
	
	
	
	


* See NOTES

TABLE 1.17-I  MSFC Voice Loops (Sheet 2 of 2)

	Voice Loop
	Basic

Set
	Command
	Crew/
PODF
	Data
	EXPRESS
	Video
	ETOV

Suppt
	Misc.
	Sim

Coord

	TV Ops
	
	
	
	
	
	X
	
	
	

	CSA Sim *
	
	
	
	
	
	
	
	
	X

	GRC Sim *
	
	
	
	
	
	
	
	
	X

	MSFC Sim *
	
	
	
	
	
	
	
	
	X

	TSC Sim *
	
	
	
	
	
	
	
	
	X



* NoteS:

(
RPI Ops, PSE, and NASA TV are available in real-time only.

  



(
CSA, GRC, MSFC, and TSC SIM loops are available during 







simulations.
TABLE 1.17-II MSFC VOICE LOOPS (Sheet 1 of 5)

	MSFC/PD VOICE LOOPS

	LOOP
NAME
	
DESCRIPTION
	
OWNER
	PD
USAGE
	
DESTINATION

	AG/1 
	Primary interface for coord of P/L ops activity with Shuttle crew.
	JSC/DA8
	Cond
	POIC, ESA, NASDA, PDs

	AG/2 
	Backup interface for coord of P/L ops activity with Shuttle crew.
	JSC/DA8
	Cond
	POIC, ESA, NASDA, PDs

	CPO 
	Manage PL MDM and timeliner configurations, ensure files are onboard for OSTP execution, and manage command link according to command plan.
	MSFC
	Cond
	POIC, PDs only

	DMC 
	Coordinate Ku-band uplink/downlink activities, coordinate ground data and video distribution/quality, and control HRFM.
	MSFC
	Basic
	POIC, ESA, NASDA, PDs only

	EXPRESS CORD 


	EXPRESS coordination between POIC and P/l users.
	MSFC
	Cond
	POIC, PDs only

	
	
	
	
	


TABLE 1.17-II MSFC VOICE LOOPS (Sheet 2 of 5)

	MSFC/PD VOICE LOOPS

	LOOP NAME
	DESCRIPTION
	OWNER
	PD USAGE
	DESTINATION

	FMT CORD
	File Memory Transfer coordination loop.

AOS/LOS and commanding announcements.
	JSC/FD2
	Cond
	POIC, PDs monitor only

	
	
	
	
	

	ISS FD 


	POD interface to FD/CAPCOM for ISS P/L ops discussions related to go/no-go decisions, ops plan changes, etc.


	JSC/DA8
	Basic
	POIC (talk for POD & OC only), PDs & IPs 

	Ku
CORD


	Coordination between POIC, MCC-H and ISS ground facilities receiving Ku-Band composite downlink for configuration of IDD Ku-Band system and contents.
	MSFC
	Opt
	POIC, ESA, NASDA, JSC/Bldg 8 & 30 only, (PDs Monitor only)

	LIS CORD


	LIS coordination with ESA, NASDA and PDs.
	MSFC
	Basic
	POIC, PDs, ESA, NASDA , JSC/LIS Support/RPOs only

	NASA TV
	Lip-sync’d audio part of scheduled NASA TV video broadcast
	JSC/AP
	Opt
	POIC, PDs

(Monitor Only)

	OC 
	Monitor P/L ops to ensure OSTP execution within P/L resource envelopes, and coordinate resource changes with PCCs and NASA P/Ls.  Also, coordination between PAYCOM and RPI P/L Users for S/G communication issues. POC for R/T P/L safety concerns.
	MSFC
	Basic
	POIC, PDs only

	P/L 

DATA 
	Coordination between the POIC and P/L users concerning P/L telemetry data flow.
	MSFC
	Cond
	POIC, PDs only

	PCS CRD

1, 2
	Internal coordination loop for EXPPCS
	MSFC
	Basic
	GRC, TSC, Harvard


TABLE 1.17-II MSFC VOICE LOOPS (Sheet 3 of 5)

	MSFC/PD VOICE LOOPS

	LOOP NAME
	DESCRIPTION
	OWNER
	PD USAGE
	DESTINATION

	
	
	
	
	

	
	
	
	
	

	PHANTOM 


	Coordination loop between POIC, ESA, NASDA, SSCC, MCC-H and PDS to configure all video commanding, coordination, and voice annotation of the downlink content.
	MSFC
	Cond
	ESA, NASDA, MCC-H, SSCC, PDs, JSC Bldg 8 & 30 only

	PLNG CORD 


	Primary loop for coordination between POIC Planning Team (TCO, TMM, PPM, and PPSE) and PDs.
	MSFC
	Basic
	POIC, PDs only

	POD 
	Interface between POD and P/L community.  Final authority for R/T PL Ops changes and PL voice uplink approvals.  Coordination loop for PAYCOM and POIC Safety.
	MSFC
	Basic
	POIC, PDs, MCC-H-ISS FCs only, (RSA & IPs monitor only)

	PODF SUPPORT 
	Review, assess & coordinate US PODF procedures for R/T Ops and short term planning.
	MSFC
	Cond
	POIC, PDs only

	POIC STOWAGE 
	Responsible for inventory and stowage for P/L Ops.
	MSFC
	Basic


	POIC, PDs only

MCC_H

	PRIME OPS 


	Coordination loop used for remote communications with the MCC PL Officer of command, crew operations, timeline, and procedures input.
	JSC/DO6
	Cond
	POIC, 

IPs & PDs monitor only

	PRO 1 
	Configures/monitors LSE, NASA PLSS, and NASA PLSS-to-P/L interfaces.  Manages EXPRESS operations.
	MSFC
	Cond
	POIC, PDs only

	PSE 1,2
	Support resolution of P/L anomalies, performs studies/analysis of events that led to anomalies, and coordinates changes to PSM & Ground Procedures book.
	MSFC
	Basic
	POIC, PDs only

	RPI OPS
	Coordination loop used for ground support operations between POIC IST, and PDs.
	MSFC
	Basic
	POIC, PDs only


TABLE 1.17-II MSFC VOICE LOOPS (Sheet 4 of 5)

	MSFC/PD VOICE LOOPS

	LOOP NAME
	DESCRIPTION
	OWNER
	PD USAGE
	DESTINATION

	SAMS CRD 1, 2
	Coordination loop for SAMS and other PDs using SAMS services.
	MSFC
	Basic
	POIC, SAMSPDs

	SCI 1 

	P/L science loops between POIC and assigned PDs.
	MSFC
	Basic
	POIC, PDs only

	SCI 2 
1
	P/L science loops between POIC and  assigned PDs.
	MSFC
	Basic
	POIC, PDs only

	SCI 3

	P/L science loops between POIC and  assigned PDs
	MSFC
	Mand

Basic
	POIC, PDs only

	SCI 4
1,2
	P/L science loops between POIC and P/L developers. (ARIS-ICE, EXPRESS, assigned PDs
	MSFC
	Mand

Basic
	POIC, PDs only

	SCI 5

	P/L science loops between POIC and assigned PDs.
	MSFC
	Basic
	POIC, PDs only

	
	
	
	
	

	SG/1 
	Primary interface for coord of P/L Ops activity with ISS crew.
	JSC/DA8
	Basic
	POIC (talk for PAYCOM & OC only), ESA,  RSA, NASDA, PDs

	SG/2 
	Backup interface for coord of P/L Ops activity with ISS crew.
	JSC/DA8
	Basic
	POIC (talk for PAYCOM & OC only),

ESA,  RSA, NASDA, PDs

	SOC 
	Provide shuttle PL ops interface from POIC for coordination with payload developers.
	MSFC
	Cond
	POIC, PDs only

	
	
	
	
	


TABLE 1.17-II MSFC VOICE LOOPS (Sheet 5 of 5)

	MSFC/PD VOICE LOOPS

	LOOP NAME
	DESCRIPTION
	OWNER
	PD USAGE
	DESTINATION

	
	
	
	
	

	TV OPS 
	Coordination between the POIC, MCC-H, SSCC, and PDs for lengthy video discussions or to explain PAO video scenes.
	MSFC
	Cond
	MCC-H POIC, ESA, NASDA, JSC/Bldg 8 & 30, SSCC, PDs,

	CSA SIM
	Coordination loop between POIC and CSA TSC sim teams.
	POIC
	Cond
	POIC, CSA

	GRC SIM
	Coordination loop between POIC and GRC TSC sim teams.
	POIC
	Cond
	POIC, GRC

	MSFC SIM
	Coordination loop between POIC and MSFC TSC sim teams.
	POIC
	Cond
	POIC, MSFC

	TSC SIM
	Coordination loop between POIC and all TSC sim teams.
	POIC
	Cond
	POIC, TSCs


NOTES:

	PDs:  TSCs and remote P/L Developers.

Basic: denotes a loop that PDs must have immediately available and monitor continuously.

Cond: denotes a loop that PDs may have specific occasion to use driven by their operations.

Opt: denotes a loop that PDs may find of occasional interest or infrequent usefulness.


SOP 1.18

TITLE
ACTIVATION OF TIGER TEAM AND EXTERNAL SUPPORTING ORGANIZATIONS

PURPOSE

To define the procedure for organizing and activating a Tiger Team, and obtaining the assistance of external supporting organizations such as Sustaining Engineering at MSFC [EXPRESS, WORF, Payload Software Integration Verification (PSIV)], Simulation Engineers, Crew Representative, Payload Engineering Integration (PEI) at JSC [Payload Hardware and PSIV].

PARTICIPATION

POD


POIC Cadre


PSE


PODF Support


POM


POIC Safety


POIC Stowage 
PEI


Crew Rep

Sim Engineer


PDRP Rep

CSE

Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

Realtime console operators may need the assistance of Tiger Teams, PEI, and Sustaining Engineering to assist in payload anomaly resolution and other activities.  Figure 1.18-1 illustrates the Tiger Team interfaces and other external organizations.

This assistance may require support from on-call support personnel at MSFC as well as support personnel at JSC. 

POD determines the need for establishing a Tiger Team.  POD notifies POM of the need, and POM executes the procedures for assembling and supervising the Tiger Team.

Based on the specific needs, POM contacts the disciplines necessary to form the Tiger Team.  Once formed, POM supervises the Tiger Team activities until a proposed resolution is developed.  The resolution is presented to POD, and POD determines implementation of the proposed resolution, or determines the need for further investigation.


FIGURE 1.18-1  TIGER TEAM AND EXTERNAL INTERFACES

PROCEDURE

1.
For Tiger Team support:

a) Cadre notifies POD that a Tiger Team is needed, recommends participants for this Tiger Team, the time needed, and the reason for the support, i.e., Payload Anomaly Report (PAR) resolution.

b) POD informs POM that a Tiger Team is needed, provides the cadre’s recommendation for participants on this Tiger Team, the time needed, and the reason.

c) POM contacts the participants of this Tiger Team informing them of the objective.  Possible participants on a Tiger Team include (refer to SOP 1.4.2, Activating On-Call Positions):

PSE
PODF
SUPPORT
POIC SAFETY
POIC STOWAGE 
CSE

PEI
SIM ENGINEER
PDRP REP

CREW REP

Users

POM can call upon other disciplines as determined necessary. 

d) POM establishes the team lead for this Tiger Team, reviews the objective, and provides the timeline and milestones required.  Additional POH SOPs that may be applicable are:

SOP 1.4
Cadre Communication Methods

SOP 1.7
PAR Processing

SOP 1.7.1
PAR Generation

SOP 2.19
On-board Anomaly Troubleshooting/Coordination for Station Systems, Non-Data PLSS, POIF Operated Equipment and Payloads

SOP 2.11
IFM Procedure Development/Coordination

SOP 2.26
Designated Maintenance Item (DMI) 

JOIP SOP 9.1
POIC Safety calling MER Safety and MER PSE for support

JOIP SOP 9.1
Mission Evaluation Room (MER) review of anomaly resolution (Chit)

e) The Tiger Team continues to meet until a satisfactory resolution is found.  POM works with POD to determine schedule of the Tiger Team to include the necessity for continuous support and therefore the need for handovers, or if day shift activities will suffice.

f) After the Tiger Team meets the objective and documents the resolution, the team lead informs POM of the resolution.

g) POD/POM determines if the final resolution is satisfactory, or if further investigation is required.  This process continues until a resolution is determined, a resolution is no longer required, or the need for a Tiger Team no longer exists.

h) POM sends POD the resolution documentation through an OCR and/or PAR (including attachments), if possible, or hard copies where appropriate.  The Tiger Team works any comments/questions by POD or cadre.

i) POD directs the appropriate action to implement the resolution, once determined.  PSE updates PAR, if appropriate.

j) If the Tiger Team resolution impacts crew/vehicle safety or vehicle integrity, POD forwards the resolution to MCC-H for approval once the OCR is approved.  POM, Tiger Team Lead, and/or Tiger Team members, provide the background and brief the cadre members or MCC-H Flight Controllers as required.

(k)
POD documents closure through the OCR process once implementation is complete.

(l) POM or Tiger Team Lead releases the members of the Tiger Team as their support is no longer needed. The Tiger Team concludes once POD and POM determine the requirement for tiger team support is no longer required.

2.
For PEI support of Payload Hardware and Software:

a) A cadre member notifies POD that PEI support is needed and the reason for the support.  PEI roles and task objectives are defined by POD, or by POM, in the case of tiger team support.

b) For Active support*:  POD or designated POIC cadre member contacts PEI on SCI-1 loop, informing them of the PEI roles and task objective.

c) For On-Call support*:  POD or designated POIC cadre member contacts the on-call PEI individual. **

NOTE:  POD maintains the PEI on-call phone/pager list.

i. POD communicates the nature of the problem, impacts, and criticality to the on-call PEI Rep. Criticality:

(1) Level 1:  PEI support is required immediately.  PEI Rep must organize console and engineering support within 2 hours.  PEI Rep ensures that PEI management is notified of POD’s request within 2 hours.

(2) Level 2:  PEI support is required within 24 hours.  PEI Rep must organize console and engineering support within 24 hours.  PEI Rep ensures that PEI management is notified within 24 hours.

(3) Level 3:  PEI support is required starting the next business day (M-F). PEI Rep must organize console and engineering support to begin on the next business day.  No after-hours notification of PEI personnel or PEI management required.  PEI Rep informs PEI management during first business day after receipt of request.

ii. When the PEI on-call individual reports to the PEI console (Boeing- Space Park, Houston), he/she notifies POD on the POD loop.

iii. If continuous support is not required (POD/PEI decision), PEI commits to POD when status of PEI task is to be provided.

iv. Just prior to the PEI on-call position leaving console, a status/completion of task is reported to POD on the POD loop.  Upon concurrence from POD that all work is complete, PEI is released from realtime support status.

*
Active PEI support is provided 24x7 for timelined payload events to include payload rack transfers, health, and checkout operations, and significant operating modes normally not to exceed 3 weeks of support for each stage.

**
The PEI on-call individual must return pages within 30 minutes.  The individual must also maintain proximity to the PEI console (Boeing-Space Park, Houston) such that he/she can get to the PEI console within 2 hours of being paged.

3.
For Consolidated Sustaining Engineering (CSE) support at MSFC required for hardware and software on EXPRESS, hardware on EXPRESS with ARIS, and WORF:  

a.) Cadre member notifies POD that CSE support is needed and the reason for the support.  CSE roles and task objectives are defined by POD, or by POM, in the case of Tiger Team support.

b) For Active support***:  POD or designated POIC cadre member contacts CSE console position via telephone or POD loop, informing them of the CSE roles and task objective.  CSE subsequently informs the Engineering Support Room (ESR) Manager immediately if he/she is manning console, and the next day if he/she is not manning console.

c) For On-Call support****: POD or designated POIC cadre member contacts the designated on-call CSE Manager or the on-call CSE console operator.

d) For other than EXPRESS and WORF support: POD uses the normal procedures to contact the MER Manager.  MER Manager allocates the necessary MER/ESR resources, as required (reference FCOH SOP 9, SPAN INTERFACE).

***
Active ESR support is timeline driven.  Personnel will be on-console during special operations.

****
Sustaining Engineering support will be on-call unless requested in advance for special needs; therefore, whenever CSE is on-console, CSE will notify POD on the POD loop, and then notify POD on the POD loop when CSE is departing console and the on-call procedure applies.  CSE on-call response time is:

1 hour, normal duty hours

2 hours, other than normal duty hours (after office hours, weekends, holidays)

NOTE:  POD maintains the CSE console phone number and on-call phone/pager list.


6. For EXPRESS with ARIS Software support (i.e., a problem is detected in the operation of the ARIS Controller or associated software):  Contact ARIS using the Payloads Contact List located on the RICO Real Time Information Web Site under the Payloads - External Contact section.

5.
For Simulation Engineer or Payload Display Review Panel (PDRP) support:  If the support of a Simulation Engineer or a PDRP Representative (Display Standard or HCI expert) is recommended, POD/POM contacts the Training and Crew Operations Group Lead to discuss the feasibility.  If support is required, the Training and Crew Operations Group Lead provides the support of the appropriate Simulation Engineer and/or PDRP Rep based on the experiment/facility involved and support required.

6.
For Crew Office support:  POD/POM requests a crew representative to support the procedure review, through the Payloads Office Branch Chief, JSC/CB. [TBR]

SOP 1.19

TITLE
HOSC VOICE SWITCH PREVENTIVE MAINTENANCE

PURPOSE
To define procedures for the POIC and IST in preparing for and performing a communication switch reboot.

participation

Marshall Ops
Marshall Comm
POD

EFFECTIVITY

Increment 2 and subsequent

reference documentation

HOSC-PROC-187

GENERAL

Preventive maintenance on the HOSC voice switch is required on a weekly basis.  This is normally accomplished on Saturdays between 1600L and 1800L but may be scheduled as to have the least impact to POIC payload operations.  In order to accomplish this maintenance, HOSC personnel will need to reboot the voice switch, resulting in a loss of internal and external voice for approximately 30 minutes.  This procedure outlines the coordination required in preparing for the maintenance activity.   

procedure

1. Marshall Ops advises POD of the upcoming maintenance (planned for Saturdays) during the morning status briefings and coordinates a time of least impact to POIC Operations. 

2. Once a time for the maintenance has been coordinated, Marshall Ops advises the Comm Controller.

3. On the day of the proposed maintenance, Marshall Data and POD again confirm maintenance time and begin advising members of the cadre, IST, and remote Users.

4. One hour prior to the switch reboot, Marshall Comm confirms the agreed-upon time with POD on the POD loop.

5. POD advises ALL internal and external Users on the POD loop and possibly via email of upcoming downtime and proposed restoration time.

6. Five minutes prior to the planned maintenance,  Marshall Comm confirms the approval from POD on the HOSC Ops loop and advises all IST members of the downtime. 

7. Five minutes prior to the downtime, POD again advises all internal/external Users on the POD loop that voice will be down for approximately 30 minutes and provides a proposed restoration time.

8. Once the voice switch reboot is completed, Marshall Comm advises POD on the POD loop or black phone.

9. POD makes an announcement on the POD loop advising all internal/external Users. 

SOP 1.20

TITLE

HOSC FACILITY SERVICE OUTAGE COORDINATION

PURPOSe

The purpose of this procedure is to define the process for normal day-to-day coordination of facility activities and outages with the real-time cadre.

PARTICIPATION

DMC

POD 

Remote Users


RICO

Marshall Ops


POIC Cadre


HIC

EFFECTIVITY

Increment 2 and subsequent

Reference Documentation

None

gENERAL

Continuous payload operations create challenges for the day-to-day HOSC facility activities and preventative maintenance requirements.  This process integrates facility activities such as preventative maintenance and HOSC support requirements with the real-time payload operations Cadre support and payload operations occurring on-board the ISS.

In general, Marshall Ops coordinates facility outages, the implementation of HOSC Support Requests (HSRs), and Preventative Maintenance Activities with the DMC.  DMC coordinates requirements with the cadre and POD approves. Preventative Maintenance is a necessary activity that occurs on a daily basis. Activities resulting in loss of service are targeted for the weekly planned maintenance outage window.

PROCEDURE

1. HOSC Integration Coordinator (HIC) provides a list of approved HSRs and Preventative Maintenance (PM) Activities on a weekly basis to the HOSC Resource Management (HRM) meetings on Wednesdays.  The PM Activities include specific details of affected services and hardware, down time, and impact to all Users depending on real-time support, simulations, testing, and remote payload developer services.

2. Marshall Ops with the guidance of the HRM meeting attendees assembles the proposed schedule of activities for the following week.  Scheduling guidelines include:

a) No facility activities are scheduled during joint ops unless no other option exists.

b) All activities resulting in a complete loss of service (e.g., the PIMS or the Command Database back-ups) are scheduled during a standing preventative maintenance window defined as every Friday for 4 hours from 1:00 to 5:00 pm local time.

c) Real-time and real-time support activities are routinely scheduled to protect the Friday maintenance outage window

d) Any activity can be scrubbed or rescheduled at the discretion of the POD on-console or his/her FD32 representative at the HRM weekly meeting.

3. Marshall Ops provides the DMC with the following week’s facility activity and outage plan every Wednesday.

4. DMC coordinates the proposed weekly facility activities and outages with the affected Cadre members and obtains concurrence/approval from POD.

5. DMC provides feedback and approval status to Marshall Ops during daily morning facility tag-ups.  Final approval for the next week’s plan is expected no later than 11:00 am local time on Fridays.

6. Marshall Ops notifies remote users via the RICO Real-time web page under the “HOSC OPS INFO” section (the heading titles of the reports are linked to the actual HOSC report location). Reports are updated daily Monday through Friday at approximately 3:00 pm local time. The web page links to the HOSC reports titled as follows:

a) Ground Systems Operations Service Impact Schedule is a schedule of planned work that impacts or has the possibility of impacting a HOSC mission service

b) Ground Systems Operations Daily Summary is a summary of daily activity including problems that occurred and the status of problems that are being worked for the last 24 hours

c) Ground Systems Operations Notes is an area that will be used for information that may not fit in the above two categories
7. Marshall Ops coordinates with affected users and the DMC at the time of activity implementation via the POD loop and again notifies the affected user and DMC at the completion of the activity.

8. Marshall Ops, as part of normal protocol, reports any facility anomaly affecting HOSC services directly to the POD on the POD loop.

9. Every effort is made to follow the process, however implementation of special HSRs or outages may require an expedited process. Special requests and other outage notifications are made to the POD for approval during the daily Marshall Ops tag-up.
SOP 1.21

TITLE

ON-THE-JOB TRAINING

PURPOSE

To define the procedures used by the POIC cadre that allows effective and orderly on-the-job training in the POIC.

PARTICIPATION

POIC Cadre

POIC Cadre Trainees

EFFECTIVITY

Increment 3 and subsequent

REFERENCE DOCUMENTATION

Ground Support Personnel Training and Certification Plan (SSP 58304A)

POIC Payload Operations Handbook Volume 1 (SSP 58311)

GENERAL

On-the-job training (OJT) in the POIC is defined as training received when a trainee observes or performs under supervision an assigned function during real-time flight operations.

OJT can be of two types:

1. Observation:  The trainee sits with an on-duty console operator to observe the activity associated with the position.

2. Performance:  The trainee sits with an on-duty console operator and works the position.  The on-duty operator guides the trainee in the job tasks, verifies objectives are completed successfully, and evaluates performance.

Before beginning OJT, trainees obtain the Group Lead approval and schedule OJT with the OJT Coordinator a week before the session date (see POH vol.1 SOP TBD

PROCEDURE

1. Weekly OJT forecast (see POH vol. 1 SOP TBD):

a) POM forwards the weekly OJT forecast to cadre each Friday morning.

b) Cadre reviews the weekly OJT forecast and forwards comments to the POD.

c) POD notifies POM of any change requests; POM works the changes with the OJT Coordinator as soon as practicable.

2. OJT session start:

(a) Trainee arrives at the POIC with the OJT Record (with objectives to accomplish this 
session circled) and the OJT Trainer Feedback Form.

(b) 
Trainee checks in with the OJT Trainer (on-duty operator) for the position they are 
observing or performing.

(c) 
If the session is Performance OJT, the OJT Trainer:


i.
Notifies the operations team lead (e.g. PRO would notify the OC).


ii.
Requests POD concurrence. 

(d)
OJT Trainer enters in the console log the OJT session type and start time.

3. During OJT session:

(a) The OJT Trainer is expected to:

i.
Give priority to safe and successful real-time operations over OJT.  

ii. Be responsible for real-time tasks, whether performed by the operator or the trainee.

iii. Be willing and able to explain flight operation processes.

iv. 
Continuously monitor trainee activities during the Performance OJT.

2 The trainee is expected to:

i. 
Cease console operations immediately upon operator’s or POD’s direction.  Safe and successful real-time operations always have priority over OJT.

ii. 
Be an active, as opposed to passive, observer and participant.  The trainee is allowed and expected to ask questions.

iii.
Wear a headset and monitor the same loops as the on-duty operator.

4. OJT session end:

a)
OJT Trainer and trainee review the OJT session and evaluate the trainee’s performance.

(b)
OJT Trainer and trainee record (in dark ink) the length of session, objectives completed, and objectives attempted (but not completed) on the OJT Record (see Figure 1.20-1).

(c) OJT Trainer dates and initials the OJT Record.

(d) OJT Trainer completes the OJT Trainer Feedback Form (if necessary) and gives it to the trainee.

(e) OJT Trainer enters in the console log the end time of OJT session.

(f) Trainee completes the OJT Trainee Feedback Form (if necessary) and provides a copy to the Trainer.

5. Trainee returns the following to the Group Lead:

a) OJT Trainee Feedback Form.

b) A copy of the OJT Record.

c) A copy of the OJT Trainer Feedback.


FIGURE 1.21-1 OJT RECORD SAMPLE

SOP 1.22

TITLE

DROP BOX SYSTEM LOSS WORKAROUND PROCEDURE

PURPOSE
To define the steps taken to deal with the loss of POIC drop box capability during the ISS flight operations. 

participation

POD

POIC Cadre

Users

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures, Volume C (JSC 28179), Part 1

Multilateral Payload Regulations (SSP 58002), M9.2-1

GENERAL
This procedure is used when the drop box capability is lost at any site.  

Note:
Loss of the HOSC dropbox prohibits the delivery of timeline export files to



 MCC-H.

PROCEDURE

1. When a cadre member observes and confirms the loss of the drop box capability, they notify POD on the POD loop.

2. POD announces on the POD loop to implement the following alternate procedures:

(a)
Small files transferred via email where possible between the cadre and control  
centers.

(b) FTP used for transferring files if available.

(c) File transfers are minimized.

(d) Large files requiring coordination may be viewed using application sharing techniques and edited in realtime.

(e)
Timeline export files from MCC-H are transferred via e-mail.  Timeline export files 
to MCC-H cannot be transferred until the dropbox is restored.

3. When the drop box capability is restored, POD announces on the POD loop that the system is again available for use and to terminate the alternate procedures.

SOP 1.23

TITLE

PROCESSING OF OFFICIAL MESSAGES SENT EXTERNALLY FROM POIC

PURPOSE

To provide guidelines to the cadre for sending official electronic messages to MCC-H, Users or other recipients external to the POIC.

PARTICIPATION

POD

POIC Cadre

OC

DMC

EFFECTIVITY

Increment 4 and subsequent  

REFERENCE DOCUMENTATION

None.

GENERAL

During realtime operations, external contacts such as MCC-H counterparts, PCCs and NASA Payload Users sometimes require official electronic communication on realtime payload operations issues.  This information includes deliveries of products, procedures, and inputs to messages as well as notification of events.  Flight experience has shown that on occasion, information sent electronically from the POIC results in questions or comments back to a different member of POIC.  Without cognizance of the original information release, that person may be unable to clarify or understand the subject. This situation is eliminated by granting POD approval authority over official messages leaving the POIC via electronic media, and by providing courtesy copies to all POIC Team Leads (OC for the OC Team, DMC for the Data Team, etc.).

The following procedure outlines the process for sending selected messages outside the POIC electronically; voice-loop coordination between the POIC and MCC-H and other external contacts is not addressed by or subject to this SOP.  For detailed guidelines on crew message processing, see SOP 2.3, “Payload Flight Crew Communications.” 

PROCEDURE

Note: Information exchanged by POIC and external counterparts as a normal part of developing inputs, products, and exchanging information is not covered by this procedure. This procedure applies only to deliveries of final inputs and deliveries of procedures, products, messages, and official notification of events. This includes but is not limited to: USOS Daily Summary inputs, OCA message inputs, Flight Note comments, Chit comments, and official notices of ISS or payload events.

1. POIC cadre member identifies requirement to send information to an external contact via electronic media and generates the appropriate message

2. A draft copy of the message is submitted to POD and the appropriate POIC Team Lead (OC, DMC) either electronically or via hard copy.

3. POD, the Team Lead and the originator discuss the message content on POD loop along with the rationale for providing it electronically to the external recipient, if required.  Team Lead provides POD with his/her recommendation on final disposition of the message.

4. Once sent to POD for approval, the POD may approve the message, disapprove the message if the content is of a sensitive nature or may be otherwise unacceptable, or provide comments to the originator for message modification. 

5. If the message requires modification, the originator incorporates changes recommended by POD and/or their Team Lead and resubmits the message  per Step 5 of this procedure.

6.
If the message was approved for external release, the originator sends the message to the 
intended recipient and provides courtesy copies to POD, their Team Lead and other POIC 
cadre members as necessary.  A copy of the final version of the message is filed at the 
originator’s console for future reference.

SOP 1.24

TITLE
REQUIRED CONFIGURATIONS FOR LOW-RATE S-BAND 

PURPOSE
To define the coordination required when ISS is moded to low-rate S-band.

participation

POD

POIC Cadre

DMC

IST (Marshall Data)

EFFECTIVity

Increment 4 and subsequent

reference documentation

None

GENERAL

During on-orbit anomalies or configuration tests, the ISS vehicle may be commanded to low-rate S-band mode by MCC-H. In this event, the HOSC must change configuration to support lower rate data from White Sands. Low-rate S-band data does not include Housekeeping 1 or Housekeeping 2 data, only Essential data.

procedure

JOIP Note: POD and/or DMC will hear from MCC-H Flight and/or CATO that the ISS will be moded to low-rate S-band in response to on-orbit anomalies or configuration tests.

1. POD and DMC will coordinate to confirm S-band system is in low-rate.

2. DMC will contact Marshall Data on the HOSC Ops loop to inform them of the change, and Marshall Data will configure the HOSC to support low-rate S-band data.

At the conclusion of the event when S-band is configured back to high-rate, DMC will inform Marshall Data on the HOSC Ops Loop, and Marshall Data will configure the HOSC to support high-rate S-band data.

SOP 1.25

TITLE

POLICY FOR COMMERCIAL TELEVISION IN THE PAYLOAD OPERATIONS INTEGRATION CENTER

PURPOSe

To define the Policy for Commercial Television viewing by personnel in the Payload Operations Center.

PARTICIPATION

POIC Cadre

IST  

EFFECTIVITY

Increment 4 and subsequent

Reference Documentation

None

gENERAL

As a policy, commercial television will not be available in the POIC Payload Control Areas or mission support rooms.  Exceptions can only be made to this policy with POD approval and requests being in accordance with the Flight Project Directorate guidelines

PROCEDURE

1. IST enables the standard POIC select and NASA video feeds in the POIC payload control areas and mission supports rooms.  All commercial television feeds as a general policy are not enabled except in non-mission support areas such as the POIC break room.

2. On-console POD can make an exception to the general policy as long as it stays within the guidelines of the Flight Projects Directorate. The guidelines are as follows:

a) Sporting Events – Sporting events of any kind will not be allowed.

b) News Events –

i. Events such as a Presidential Address to the nation or an address by the NASA Administrator will be considered. 

ii. Space related events such as a satellite splashdown, launches, or NASA events of national interest will be considered.

iii. World, national or local events deemed of a sufficient and/or imminent nature will be considered.

c) Natural Disasters – Natural disasters such as major earthquakes when lives may be at stake will be considered. Once the situation is understood commercial television will be terminated.

d) Weather – For severe weather in the immediate or surrounding areas video will be allowed.  For severe weather in the immediate area of JSC or KSC video will be considered when mission operations or launch activities may be affected.

e)
Other – Special events such as Thanksgiving or Christmas Day Parades will be considered. These events will be coordinated with appropriate FD30 and FD40 management by POD or POM prior to the event.

3. All requests for commercial television are directed to POD.  If POD feels the request for commercial television falls within the Flight Projects Directorate’s guidelines and in no way affects the current payload operations mission support activities, the request is approved and directed to IST to implement.

4. POD directs IST to terminate the commercial television at the end of the event or when POD deems mission support activities may in any way be affected.

5. POD is the responsible official for any issues related to commercial television in the POIC Payload Control Areas or mission support rooms. POD considers the mission responsibilities of the flight controllers as well as the external perception of the POIC when allowing commercial television.

SOP 1.26

TITLE

UPDATING HOSC REALTIME ACCOUNTS

PURPOSE

To define the procedure to be used by the POIC cadre during real-time operations to add/delete personnel on authorized HOSC accounts.

PARTICIPATION

POIC Cadre

SYSCON

POD



HSD

EFFECTIVITY

Increment 4 and subsequent

REFERENCE DOCUMENTATION

HOSC User Handbook, HOSC-HUH-233, section 3.6

GENERAL
If the account owner is unavailable to authorize account updates, the POD can temporarily authorize a cadre member access to accounts if required to sustain real-time operations.  Any person giving unauthorized access to accounts/systems will be cited with a security violation.

PROCEDURE

1. A cadre member/account owner determines that a HOSC account addition of personnel is required.

2. The cadre member contacts HSD/SYSCON to request the addition.

3. HSD/SYSCON attempts to contact account owner for authorization to update account.

4. If the account owner cannot be reached, HSD/SYSCON contacts POD for written authorization. 

5. For adding personnel to HOSC accounts, HSD/SYSCON updates the account and notifies the requestor.

6. For deleting personnel from HOSC accounts, refer to POH Volume I, SOP 1.15 HOSC Account Creation/Updating procedure.

7. HSD/SYSCON emails the account owner, the requestor, the UMS security officer and the MSFC HOSC security officer of the updated account.

8. The account owner is responsible for updating the account authorization list immediately upon notification.  Reference POH Volume 1, SOP 1.15 HOSC Account Creation/Updating procedure.

9. Password changes are performed at regularly scheduled intervals (maximum lifetime for a valid password is 30 days). The account user is notified when password changes are required. Passwords must adhere to the following guidelines:

a) 180 days must lapse before a password is reused and a minimum of 10 valid 
passwords must be used before reuse is allowed.


NOTE:
Enhanced HOSC System (EHS) software requires change of at least 3 
characters to constitute a new password.

b) Do not use passwords that equate to:

i. Equal to UserID

ii. Dictionary words

iii. Any combination of the User’s ID’s, owner’s name, birth date, social security 
number, family member or pet name, names spelled backwards or any other 
user personal information.

iv. Contract name or abbreviation.

v. Any part of the current or near past, present date (year or month combination) e.g., 
@Feb2002, jAn2001, 2000!Mar, Com! 2002, etc.

vi. Repetitive or Key Board patterns e.g., Abc#abc#, {12345}, Qwer!123, mNbvc#12, 
etc.

vii. The name of any automobile or sports team, name of a vendor product or 
nickname of a product, automated product or application, or either wholly or 
partially composed of 
any common words names, numbers, abbreviations, or 
acronyms associated with the 
account owner or the account owner’s occupation, 
or prefixed by a single digit whereas the removal of that digit would result in an 
invalid password.

c) A valid password must contain these characteristics:

i. Minimum of 8 characters

ii. Contain at least one character each from all the following sets of characters:

1) UPPER CASE LETTERS,

2) Lowercase letters,

3) Special characters (non-alphanumeric:  !, #,*, }, etc.),

4) Numbers (1, 2, 3 … 9)
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SOP 2.1

TITLE

PODF MANUAL CREW PROCEDURE CHANGES

PURPOSE

To define the procedure for updating Payload Operations Data File (PODF) manual crew procedures.

PARTICIPATION

POD



PODF Support


PHANTOM

CPO

Users



TMM




PRO

OC




POIC Stowage


LIS Rep

DMC



PPM




TCO

POIC SAFETY
SOC




PAYCOM

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Operation Data File Management Plan (SSP 50252)

U.S. Payload Operation Data File Management Plan (SSP 58700)

Multilateral Payload Regulations (SSP 58002), Section M5.1-1

NASA Marshall Space Flight Center Payload Regulations (SSP 58313), Section N5

Operations Data File Standards (SSP 50253)

Operations Nomenclature (SSP 50254)

Operations Nomenclature, Annex E, U.S. Specific Operations Nomenclature (SSP 50254)

Joint Operations Interface Procedures (JSC 28179)

GENERAL

This procedure is executed when it is necessary to add or change a manual crew procedure (which includes payload message file and reference data) in the U.S. PODF.  The expected method of changing U.S. PODF manual crew procedures is by OCA uplink of a revised procedure file.  This minimizes crew involvement in amending procedures before or during performance, thereby improving crew efficiency and reducing confusion. Only as a last resort, a change may be proposed for uplink via an OCA message to the JEDI Web page.  Procedure updates should be on-board 48 hours prior to execution.

PROCEDURE

1.
User submits an OCR per SOP 1.6.1 with the new or updated procedure.  The supporting attachments for this OCR will consist of the items in Table 2.1-I as appropriate to the change.  All PODF files are in the Document Management Portion of PIMS.  The PODF files are located in the Crew Procedures folder and sub-divided by payload name.  Each payload folder has two sub-folders that identify the validation information and ground reference data.  All procedures will be located directly in the payload folder.

TABLE 2.1-I PODF CHANGE SUPPORTING ATTACHMENT DESCRIPTIONS 
(Sheet 1 of 3)

	ATTACHMENT
	REASON

	New Procedure
	Mandatory if the OCR requires a new procedure.  This would be attached to the OCR under the Supporting Attachments tab.

	Updated Redlined Procedure
	Mandatory if the OCR requires a complicated or extensive procedure update.  This would require the procedure to be retrieved from the Documents portion of PIMS, modified in MicroSoft Word with change tracking enabled.


TABLE 2.1-I PODF CHANGE SUPPORTING ATTACHMENT DESCRIPTIONS 
(Sheet 2 of 3)

	ATTACHMENT
	REASON

	Comments for Procedure Change
	Optional if the OCR is a minor change and can easily be described without updating a file.  This would require that explicit change information be provided. 

	Validation Record Report
	Mandatory for any updated or new procedure.  This would require the Validation Record Report to be retrieved from the Documents portion of PIMS modified in MicroSoft Word to reflect the validation of the change and to identify the OCR with which it is associated.

	Payload Hazard Control Matrix
	Mandatory for any new procedure or any procedure that has modified the Payload Hazard Control Matrix information. This would require the Payload Hazard Control Matrix be retrieved from the Documents portion of PIMS modified in MicroSoft Word to reflect the updated procedural safety controls of the change.

	MPV Links Template
	Information is mandatory. 

1.  New MPV links template is mandatory if there are extensive new or updated procedure links associated with the new/updated procedure.  The MPV links file should be retrieved from PIMS, updated to reflect the link changes, and attached to the OCR under the Supporting Attachments tab.

2.  If no more than two links are to be updated, this information could be added under the notes or change description.

	MPV Log Files or External Files
	Mandatory if there are new or updated log files or externally linked files (i.e., video clips, schematics, etc).  This data would be attached to the OCR or placed directly into PIMS (reference the location of this file in PIMS on the OCR change description) as appropriate.  These data files are restricted to file types supported by the on-board application software on the SSC.

	Reference Data
	Mandatory if new or updated reference data would be required for crew operations to verify the procedures.  This data would be attached to the OCR or placed directly into PIMS (reference the location of this file in PIMS on the OCR) as appropriate.

	Operations Nomenclature
	Any new or updated OPNOM information that does not already exist for the crew or PODF that would be required to verify or operate the procedures. This would be attached to the OCR under the Supporting Attachments tab.


TABLE 2.1-I PODF CHANGE SUPPORTING ATTACHMENT DESCRIPTIONS 
(Sheet 3 of 3)

	Files List 
	Mandatory if there are new or deleted procedures.  This will require User (PD) to retrieve the current version from the document portion of PIMS and modify in word with change tracking enabled.


2.
POD releases the OCR for review.  

3.
POIC cadre reviews OCR per responsibilities listed in Table 2.1-II and submits comments to PODF Support by reviewer attachments or by the CM log notes function.

TABLE 2.1-II PODF REVIEW RESPONSIBILITIES

(Sheet 1 of 2)

	CADRE
	REVIEW RESPONSIBILITY

	POD
	Verify for Flight Rules and PL Regs compliance.

	OC
	Review for operational consistency and completeness, Realtime safety-related issues, compliance with Flight Rules, Payload Regulations, experiment interface agreements, and resource allocation.

	PRO
	Review for PLSS, EXPRESS, and LSE proper operations.

	DMC
	Review for possible data/video impacts.

	PHANTOM
	Review for possible video impacts.

	LIS Rep
	Verify consistency with integrated science priority.

Identify any impacts to other science payloads

	PODF SUPPORT
	Verify and format PODF data to ODF standards and OpNom. Verify links.

	TMM/PPM
	Verify file name in CPS.

	POIC SAFETY
	Review for safety and hazard controls.  Review for Flight Rules compliance.  Updates the PHCM (per SOP 1.5.6) during implementation.

	POIC STOWAGE/TCO
	Review stowage callouts.

	SOC
	Verify Shuttle resources.

	PAYCOM
	Verify correct usage of “(POIC” , “NOTIFY POIC.”, and “On POIC Go”. Verify procedure is concordant with crew training.


TABLE 2.1-II PODF REVIEW RESPONSIBILITIES

(Sheet 2 of 2)

	CADRE
	REVIEW RESPONSIBILITY

	TCO
	Verify ISS shared resources in the procedures are called out in activity models. Review ISS and payload resources against constraints identified in CPS.

	User
	Verify the implementation and technical accuracy of the change and reviewer comments.

	CPO
	Review for operations that affect commanding and PL MDM.


4.
PODF Support assesses and integrates OCR POIC cadre comments.  If conflicting or unclear comments are provided, PODF Support works to clarify and resolve any conflicting comments.

5.
PODF Support contacts User with the cadre comments when the cadre review is complete or as appropriate to assist the OCR progress.  

6. Upon User response to the cadre comments:

a)  PODF Support or User updates the procedures from the comments as appropriate.

b) PODF Support formats the procedure to ODF standards.

c) If PODF Support incorporates the comments, the new/updated procedure is sent via email to User for review.

7.
User reviews the new/updated procedure for technical accuracy, change implementation, and comment implementation. 

a) If the implementation did not have technical changes and is correct, User concurs to PODF Support.

b) If the implementation of the change or comments is not correct, User and PODF Support work to resolve the issues.

c) If the correct implementation of the cadre comments is in question, PODF Support requests the appropriate cadre member to review the implementation and concur with the implementation.

8.
PODF Support identifies User’s concurrence in the PODF CM log comments and attached the entire package as a reviewer attachment to the OCR.

9. POD dispositions the OCR per SOP 1.6.  If POD approves the OCR, the remaining steps of this procedure are performed.

10. POIC Stowage evaluates approved procedure changes for stowage impacts to stowage location information previously sent to ISO.

11. POIC Safety generates an OCR to update the PHCM, if required.

12.
PODF Support converts the PODF file into the Manual Procedure Viewer (MPV) format and updates the MPV working library. PODF Support verifies the MPV links and updates the procedure files in PIMS. PODF Support generates the Execute package inputs associated with this MPV library update package. 

13. OC performs MPV links verification of the MPV working library and notifies PODF 
Support of MPV link errors. 

14. POD approves the MPV library update package and execute package inputs for release.

15. PODF Support generates the MPV library update and sends the package via email or 
HOSC drop box to MCC-H copying TCO.

JOIP NOTE: The MPV Library update package is sent via email to ODF Console and OPS Plan. PODF Support notifies ODF Console that the MPV Library update package has been sent. ODF Console retrieves/coordinates and uplinks the MPV library update.  Upon completion of uplink, ODF console retrieves the MPV update log file and sends it to PODF Support.

16.
PODF Support analyzes the MPV update log file for successful uplink of files/books.

17.
PODF Support notifies POD, OC and TCO of uplink status.

NOTE:  In PODF Support absence, TCO analyzes the MPV update log file and notifies POD of the status of the library updates.  If PODF Support is unable to complete the ground onboard MPV library update, PODF Support informs TCO, OC and POD of which library should be used in support of onboard operations.

18.
Upon successful uplink:

a) PODF Support places copy of MPV update log file, with the MPV uplink package and execute packagein PIMS.

b) PODF Support updates the ground onboard MPV library.

c) PODF Support announces on the POD loop that the MPV library is updated.

SOP 2.1.1

TITLE

MANUAL CREW PROCEDURE LOG FILE DOWNLINK

PURPOSE

To define the procedure for downlinking Manual Procedures Log Files.

PARTICIPATION

Users


POIC Cadre

TCO
EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Operation Data File Management Plan (SSP 50252)

U.S. Payload Operation Data File Management Plan (SSP 58700)

Operations Data File Standards (SSP 50253)

Operations Nomenclature (SSP 50254)

Operations Nomenclature, Annex E, U.S. Specific Operations Nomenclature (SSP 50254)

Joint Operations Interface Procedures (JSC 28179)

GENERAL


Special files created by the User in either Word or Excel will be labeled Log Files and will enable the crew to record information that can later be downlinked to the User.

PROCEDURE

JOIP NOTE: Files will be downlinked by the OCA Operator and placed into the drop box for TCO to retrieve.  

1. TCO retrieves the files from the MCC-H drop box and stores them in PIMS.  Files will be stored in the PIMS Miscellaneous folder, within the sub-folder PODF Log Files.

2. TCO notifies PODF Support, PAYCOM, and LIS Rep that the Log Files are in PIMS.

3. PODF Support notifies Users, as appropriate, that the Log Files have been received and are available in PIMS for retrieval by User.  In the event that PODF Support is unavailable and User has expressed an urgent need for the Log Files, the LIS Rep notifies User of the availability of the files in PIMS.

4. In the event User is unable to retrieve a Log File from PIMS, User notifies PODF Support, or LIS Rep if PODF Support is unavailable, of the problem and requests that the file be emailed to User.   

SOP 2.1.2

TITLE

SYSTEM OPERATIONS DATA FILE (SODF) MANUAL CREW PROCEDURE CHANGES 

PURPOSE

To define the procedure for updating SODF manual crew procedures.

PARTICIPATION

POD


PODF Support


EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Operation Data File Management Plan (SSP 50252)

U.S. Payload Operation Data File Management Plan (SSP 58700)

Multilateral Payload Regulations (SSP 58002), Section M5.1-1

NASA Marshall Space Flight Center Payload Regulations (SSP 58313), Section N5

Operations Data File Standards (SSP 50253)

Operations Nomenclature (SSP 50254)

Operations Nomenclature, Annex E, U.S. Specific Operations Nomenclature (SSP 50254)

Joint Operations Interface Procedures (JSC 28179)

GENERAL

This procedure is executed when it is necessary to update the SODF Library at the HOSC for cadre access.

PROCEDURE

1. PODF Support retrieves the SODF MPV library update package from the HOSC drop box.

2. PODF Support updates the HOSC SODF MPV library.

3. 
PODF Support notifies POD that the SODF MPV library has been updated.

SOP 2.1.3

TITLE

MPV SERVER FAILOVER
PURPOSE
To define the process for continuing MPV viewing capabilities in the HOSC when the primary MPV server has failed.

participation

POD
Users
Marshall Data

PODF Support
POIC Cadre
SYSCON
EFFECTIVITY

Increment 2 and subsequent

reference documentation

None

GENERAL
This procedure is executed when the primary MPV server has failed and it is necessary to change over to the backup MPV server.

PROCEDURE

1. PODF Support, the POIC cadre, or SYSCON identify that the primary MPV server  has failed. 

2. SYSCON notifies POD on POD loop that the primary MPV server has failed and the cadre must switch to the backup MPV server.

3. The POIC cadre changes to the backup MPV server.  

4. PODF Support notifies Marshall Data that the primary MPV server is down and that PODF Support is working off of the backup MPV server until notified that the primary MPV server is recovered.

5. Marshall Data recovers the primary server or MPV Review server and manually replicates the MPV library and MPV updates being done on the backup MPV server.

6. Marshall Data notifies POD and PODF Support on the POD loop after the primary MPV server has been recovered and is operational.

SOP 2.1.4

TITLE

MPV SOFTWARE PROBLEM RESOLUTION
PURPOSE
To define the process for resolving MPV software problems.

participation

Marshall Data
PODF Support

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None

GENERAL
This procedure is executed when there is a critical MPV software problem to resolve.

PROCEDURE

1. A MPV software problem is identified that needs to be resolved.

2. The problem is reported to Marshall Data for tracking and resolution.

3. Who resolves the problem:

a) Marshall Data attempts to resolve MPV problems if they are configuration or installation related.

b)  PODF Support attempts to resolve the MPV problems if they are MPV library or MPV application operations related.

JOIP NOTE: If PODF Support cannot resolve the issue, they contact MCC-H for resolution.  PODF Support receives a status of the problem within 24-48 hours with possible workarounds or resolutions if available.

SOP 2.2

TITLE

PAYLOAD AUTOMATED PROCEDURE CHANGE 

PURPOSE

To define the procedure for modifying existing, or developing entirely new, payload Timeliner Automated Procedure (AP) files during increment operations.

PARTICIPATION

CPO


DMC

OC



Users

PSE


POIC Cadre

EFFECTIVITY

Increment 3

REFERENCE DOCUMENTATION

User Interface Language (UIL) Specification (SSP 30539, Revision E, February 1998)

User Interface Language (UIL) User's Guide (CSDL-306642, Revision 2, March 1999)

Payload MDM Timeliner Automated Procedures Operations Manual (POIF-OC-0010)

U.S. Payload Operations Data File (PODF) Management Plan, (SSP 58700)

U.S. PODF Management Plan, Annex 7:  Payload Timeliner Automated Procedure (SSP 58700-ANX7)

NASA Payload Regulations (SSP 58313), N4.1-1 and N4.1-2

Multilateral Payload Regulations (SSP 58002), M4.1-1

GENERAL

This procedure is followed if an AP file developer (User, PSE, DMC) wishes to modify an existing or develop an entirely new AP file during increment operations.  All modifications to the developer's AP files (including creation of new AP file) must be submitted via an OCR.  

All command mnemonics and telemetry references in a modified or newly developed AP file must exist in the current baselined EHS command and telemetry databases, and the external references must be allowable for use by the developer's EHS User ID.  Any new AP file name must be unique (there are no predefined "reserved" or "spare" AP file names).

The modified or newly created AP source file must be available in PIMS and the OCR approved before the planned utilization of the AP file as defined in Table 1.6-I.  Modification of existing APs will not require modification of the Procedure Information Table (PIT) Configuration Value Table (VT) configuration file unless the AP file will be referenced by a payload instead of externally (ground or crew via the Automated Procedure Viewer (APV) display on the Portable Computer System (PCS) executed.  If the payload issues commands to execute the AP, then the AP file name and command information must appear in the PIT Configuration VT.  If the AP is always executed via the ground or crew, then no entry is required in the PIT Configuration VT.  The PD must indicate in their OCR whether or not the PIT Configuration VT must be modified.

Refer to the unscheduled file uplink (SOP 2.29) and downlink (SOP 2.18.1) procedures if the AP developer wishes to verify the correct uplink and storage or their modified or newly created AP file by requesting a downlink of the on-board AP file.

PROCEDURE

A. Modifying an Existing AP File
1.
Developer submits an OCR for AP modification and uplink per SOP 1.6.

2.
Developer retrieves the AP source file from the developer’s PIMS account using either an EHS workstation/x-window interface or web-based interface.

3.
Developer modifies the file using any standard ASCII text editing software. 

4.
Developer transfers the modified AP file into the developers PIMS account.

5.
Developer uses the PIMS Timeliner compiler interface software to compile the modified AP file. The developer must specify any compiler directives and the version(s) of the telemetry and command databases to use in the compilation process.   Multiple files may be compiled in one session.

6.
In PIMS, the compilation process is finished by the PIMS Document Configuration Management (DCM) software automatically placing the output files produced by the compiler and Program Unique Identifier (PUI) Mapper software in the appropriate PIMS locations based on the developer's EHS User ID.

7.
Upon approval of the OCR, developer notifies CPO that the modified AP file is in PIMS.

8.
CPO determines the next available uplink opportunity using the File Ground Management Tool (FGMT) software. CPO must choose (1) to either manually edit the uplink schedule generated by FGMT if the AP must be uplinked earlier than scheduled, or (2) to generate an entirely new uplink schedule.

JOIP NOTE:  If special circumstances require an uplink sooner than determined by FGMT, CPO may negotiate with On-board Data and Information Network (ODIN) to coordinate a higher priority uplink schedule per JOIP 5.1, “File Uplink Coordination.”  ODIN has the capability to manually alter the ODIN’s uplink schedule if required.

9.
CPO implements the uplink portion of the OCR by uplinking the AP ASCII listing file (.TLL), executable file (.TLX), and PUI Address file (.TLA) generated in steps A.5 and A.6 above.

10.
CPO notifies OC and AP file developer that the modified AP has been uplinked.

B. Creating a New AP File

1.
Developer submits an OCR for AP creation and uplink per SOP 1.6.

2.
Developer creates a new AP file using any standard ASCII text editing software. 

3.
Developer transfers the new AP source file into the developer’s PIMS account using either an EHS workstation/x-window interface or web-based interface.

4.
Developer uses the PIMS Timeliner compiler interface software to compile the new AP file. The developer must specify any compiler directives and the version(s) of the 

telemetry and command databases to use in the compilation process.  Multiple files may be compiled in one session.

5.
In PIMS, the compilation process is finished by the PIMS DCM software automatically placing the output files produced by the compiler and PUI Mapper software in the appropriate PIMS locations based on the developer's EHS User ID.

6.
Upon approval of the OCR, developer notifies CPO that the new AP file is in PIMS.

7.
CPO determines the next available uplink opportunity using the FGMT software. CPO must choose to either manually edit the uplink schedule generated by FGMT if the AP must be uplinked earlier than scheduled, or to generate an entirely new uplink schedule.

JOIP NOTE:  If special circumstances require an uplink sooner than determined by FGMT, CPO may negotiate with ODIN to coordinate a higher priority uplink schedule per JOIP 5.1, “File Uplink Coordination.”  ODIN has the capability to manually alter the ODIN’s file uplink schedule if required.

8.
CPO implements the uplink portion of the OCR by uplinking the AP ASCII listing file (.TLL), executable file (.TLX), and PUI Address file (.TLA) generated in steps B.4 and B.5 above.

9.
CPO notifies OC and AP file developer that the new AP has been uplinked.

SOP 2.3

TITLE
PAYLOAD FLIGHT CREW COMMUNICATION

PURPOSE
This SOP defines the procedures to be performed in support of ISS payload-related communications with the flight crew.

participation

PAYCOM


Users

LIS Rep
OC

RICO

POIC Cadre

POD

TCO

SOC

EFFECTIVity

Increment 2 and subsequent

reference documentation

Multilateral Payload Regulations (SSP 58002), M14.1-3, M14.1-4, M14.1-5

ISS Generic Operational Flight Rules (NSTS 12820), Volume B, B1.2.1-14

JOIP (JSC 28179), Volume C, Section 2

GENERAL

The PAYCOM position is responsible for monitoring and managing ISS payload-related communication with the crew. Crew communication, as discussed in this SOP, includes a variety of mediums such as voice communication, electronic messages, or video conferencing. During the course of ISS payload operations, the PAYCOM will log all voice communications between the crew and the ground.

Most communication between the crew and the ground will be conducted during planned communications events (Daily Planning Conferences, Execute Package uplinks, and the Weekly Planning Conference (WPC)). Other communications may occur as required, and can be initiated by either the ISS crew or by the ground control centers upon ISS Flight Director approval. (Note: not true for events other than voice comm.)

During payload transport and transfer activities, communication with the Shuttle crew is handled by the STS CAPCOM. POIC response to the Shuttle crew will be via SOC to ACO. Additionally, if it is deemed necessary and with the Shuttle Flight Director approval, communication with the Shuttle crew can be initiated during the conduct of payload operations in support of payload transport or transfer operations.

The following ground rules and procedures will be used to ensure that accurate and appropriate communications are delivered to and received from the crew in support of payload operations.

GROUND RULES
1. When S/G communication is initiated, all positions will monitor the S/G loop long enough to determine whether the communication is applicable to their position.

2. The POD, OC and PAYCOM loops must remain clear of all voice traffic during S/G communication unless it is immediately applicable to the S/G communication.

3. Real time immediate answers to crew questions will be conveyed to PAYCOM over the POD loop.

4. All transmissions to the crew must be approved by POD on the POD loop.

5. S/G and A/G are shared resources between systems and payloads.

6. S/G will nominally be talk/monitor active to the POIC during crew wake periods 7 days a week.

7. A/G will nominally be talk/monitor active to the POIC during crew wake periods for ISS/Shuttle joint operations.

8. During ISS/Shuttle joint operations, S/G-1 and A/G-1 will generally be “tied” together, and will be referred to as the “Big Loop”. PAYCOM use of the “Big Loop” will be driven by communications and operations circumstances, and with ISS Flight approval. PAYCOM will nominally use S/G-2 for ISS communications, but such events as DPC or transfer ops may dictate use of the “Big Loop”.

9. OC will perform PAYCOM functions when PAYCOM is off-console.

10. Call Signs are as follows: MCC-H will be “Houston,” POIC will be “Huntsville,” Shuttle will be “Shuttle Name” (“Columbia” or “Atlantis”…), and Station will be “Alpha”.

procedure

A. DPC Preparation/Execution

1. A Daily Planning Conference (DPC) is held at the beginning and end of each crew workday, and on Sunday evenings. Each DPC is a planned 15-minute conference shared between systems and payloads. The content of the payload portion of the DPC is coordinated, condensed, and executed by PAYCOM using the following guidelines:

For DPC (morning):

(a) Updates and/or constraints critical to current day’s payload activities.

(b) Deltas to the Execute Package.

(c) Confirmation of enablement opportunities and expected communications.

(d) Address any crew questions or concerns.

For DPC-E (evening):

(a) Crew can give status of payload activities as necessary, including problems encountered and deviations to the timeline or procedures. 

(b) Crew can ask questions regarding any payloads, or about the next day’s plan.

(c) Status of current payload issues or previous questions.

(d) Status of ground-based or on-board payload activities expected during the crew sleep shift.
2. PAYCOM makes the initial call for topics 2 to 3 hours prior to DPC on the POD loop.  PAYCOM instructs the cadre to submit topics to OC and instructs Users to submit topics to LIS Rep in one hour via e-mail. (If preparing for DPC-E, PAYCOM also calls for crew messages for the execute package per section D. Execute Package Preparation below).

3. Approximately one hour prior to DPC, PAYCOM, OC, and SOC during joint operations, review and coordinate the DPC topics.

4. POD reviews and approves the DPC topics on the POD loop.

5. Upon POD approval, PAYCOM logs DPC topics in the PAYCOM log.

JOIP NOTE: POD coordinates the content and length of the DPC with ISS FD when Flight calls for DPC review (typically 15 minutes to 60 minutes prior to DPC). PAYCOM also coordinates with CAPCOM prior to the event.

JOIP NOTE: ISS CAPCOM moderates the DPC. Typically, PAYCOM follows ISS CAPCOM, and Glavni Operator follows PAYCOM.

6. PAYCOM discusses prioritized payload topics and crew questions/concerns on S/G.

7. During the conference, POIC cadre or Users convey answers to crew questions to the PAYCOM using the POD loop.

8. POD conveys approval of the responses on the POD loop.

9. Approved topics not addressed during DPC may be later relayed to the crew using an alternate method, such as an OCA message or USOS Daily Summary message, if required.

B. Unscheduled Voice Communications with the ISS Crew Initiated by POIC

1. A requester contacts PAYCOM with a question or comment for the crew.

2. PAYCOM confers with POD and other appropriate positions. POD approves message content and transmission timing.

JOIP NOTE: POD confers with Flight for approval and PAYCOM confers with CAPCOM for logistics.


3.
PAYCOM calls ISS crew with message. POIC cadre or Users convey answers to crew 

questions to the PAYCOM using the POD loop. POD conveys approval of the 



responses on the POD loop.
C.
Unscheduled Voice Communications Initiated by the ISS Crew

1. ISS crew calls Huntsville to initiate the conversation. POIC cadre or Users convey answers to crew questions to the PAYCOM using the POD loop. POD conveys approval of the responses on the POD loop.
D. Execute Package Preparation

The POIC makes inputs to the execute package as described in SOP 3.4. 

1. PAYCOM makes the initial call for Execute Package inputs in conjunction with the DPC-E call on the POD loop (ref: A.2 above). PAYCOM instructs the cadre to submit messages to OC and instructs Users to submit messages to LIS Rep in one hour via email. PAYCOM also requests TCO and LIS Rep to submit any Task List updates.

2. Prior to DPC-E, PAYCOM and OC review and coordinate the execute package crew messages, determine whether they should be submitted as USOS Daily Summary messages or separate OCA messages.
3. PAYCOM coordinates USOS Daily Summary inputs (SOP 3.4 step 2) and separate OCA messages (SOP 3.4 step 6) with the POIC cadre and Users as required.

4. POD approves the USOS Daily Summary inputs and OCA messages for the Execute Package.

5. PAYCOM submits any OCA messages to TCO via PIMS or e-mail.

6. PAYCOM will submit the USOS Daily Summary input as a Microsoft Word file via email to CAPCOM and OPS PLAN.  Standard format of the input is Arial, 12 point font.

JOIP NOTE: PAYCOM submits via e-mail any crew messages and payload Task List priority updates to CAPCOM for inclusion in the USOS Daily Summary and courtesy copies POD, OC, LIS, TCO, and FLIGHT.

JOIP NOTE: PAYCOM notifies CAPCOM on PAYCAP loop that inputs have been sent.

E.
OCA Message Uplink Outside Normal Execute Package Development

Note: OCA messages may be generated if the message must be onboard ISS prior to the next execute package input cycle. The content may be informational or procedural, but the procedure will be one-time only or temporary.

1. POIC cadre or User prepares OCA message for crew. Depending on the content and timing, an OCR may also be required. 

2. PAYCOM and OC review message, and coordinate with TCO for OCA uplink opportunities. PAYCOM reviews the message with POD.

3. POD approves the OCA message.

4. PAYCOM places the approved products into PIMS and notifies TCO, or sends to TCO via e-mail. TCO coordinates message uplink in accordance with SOP3.7.

F.
Weekly Planning Conference (WPC)

The WPC is a 15-minute period of time scheduled primarily to allow the crew to discuss the upcoming week’s timeline (STP), usually occurring on Saturday.  The plan is uplinked to the crew 24 hours prior to the WPC. The conference is generally held between MCC-H OPS PLAN and the crew. Any crew issues or concerns about the STP are addressed and incorporated into the timeline as is possible. OC, POD, and TCO monitor the WPC and remain available to address payload questions by the crew. PPM is on-call to support WPC.
G.
Crew Email

Per crew office directive, email to the crew will not be operations related. Email will be reserved for personal, private or proprietary information only. On occasion, the POIC or a payload user may need to send an email to the crew with personal information, private/ medical information, or proprietary information. In such cases, email can be sent to the crew via the following process.

1. Proprietary information uplink

a) Requester submits an OCR with the request to send an email, but does not attach the message to the OCR. 

b) Requester sends email to PAYCOM and POD for verification screening.

c) Upon POD approval of the OCR, PAYCOM emails the message to ISS CAPCOM to be put into the crew’s email inbox.

JOIP NOTE: PAYCOM notifies CAPCOM that the email is in the CAPCOM email inbox and should be put into the crew’s email inbox upon FLIGHT approval.

2. Medically-sensitive information uplink

a) Requester submits an OCR with the request to send an email, but does not attach the message to the OCR. 

b) Upon POD approval of the OCR, PAYCOM instructs the requester to send the message to ISS SURGEON to be put into the crew’s email inbox.

c) Requester notifies PAYCOM and POD that the message has been sent to ISS SURGEON.

JOIP NOTE: PAYCOM notifies CAPCOM that the email is in the  ISS SURGEON email inbox and should be put into the crew’s email inbox upon FLIGHT approval.

3. Email downlink:

JOIP NOTE: CAPCOM forwards any payload related downlink emails to PAYCOM.

a. PAYCOM forwards downlink email to the appropriate receiver after ensuring the crew and CAPCOM email addresses are not included in the forwarded email.

H.
Payload Communications Log

The Payload Communications Log (PCL) is a written, GMT time-tagged record of payload-related communications.  It provides a method of tracking and verification of A/G and S/G communications concerning payload-related activities. PAYCOM maintains a console log as defined in SOP 1.1 from which the PCL is prepared at the end of each crew workday.  The PCL is emailed to RICO to be posted via SOP 1.8. PAYCOM also tracks crew queries and requests to ensure closure.


SOP 2.4

TITLE
ON BOARD CREW TRAINING MANAGEMENT

PURPOSE
To define how crew qualifications for the payload tasks are tracked and updated (as a result of on-board training.

participation

PAYCOM
RICO


EFFECTIVity

Increment 2 and subsequent

reference documentation

Multilateral Payload Regulations (SSP 58002), Section 14

NASA Payload Regulations (SSP 58313), N13.1-1

Joint Operations Integration Procedures (JSC 28179), Volume B and Volume C

ISS Generic Operational Flight Rules (NSTS 12820), Volume B, B1.2.1-4

GENERAL

A Crew Payload Training Matrix will be developed pre-increment which will indicate the specific payload training that each ISS crewmember has had.  A crewmember will not be asked to perform an activity for which they have not been trained unless POD, User, and ISS FLIGHT deem it necessary for reasons of safety and/or experiment success.  The Crew Payload Training Matrix is maintained as Appendix F of the NASA Payload Regulations, and updates will be posted per SOP 1.8.  This procedure explains how On-Board Training (OBT) will be tracked and the Crew Payload Training Matrix updated.

PROCEDURE

1. PAYCOM monitors crew reports of on-board training performance and any debrief comments  This information may be gathered through crew reporting on S/G or from the OSTP-generated report available on JEDI.
2. PAYCOM maintains a log of all completed OBT, to be posted per SOP 1.8.  The log shall include at least the following fields:

(a)
Payload Association

(b)
OBT Description

(c)
Start GMT

(d)
Duration

(e)
Trainee

(f)
Lessons Learned

(g)
Comments
The OBT log is updated in PIMS within 7 days after each OBT  session. .PAYCOM forwards the updated OBT to RICO for posting into PIMS documents Miscellaneous directory. 

3. If the crew reports any deviations from the expected performance or has comments/lessons learned to an OBT, PAYCOM records those comments/lessons learned in the OBT log and opens an action item in the crew actions tracking log. PAYCOM coordinates with the affected User to ensure closure of the action item.


If necessary, an OCR shall be submitted by the affected User in response to the crew or 
ground support personnel comments/lessons learned on the OBT. (For example, an OCR 
should 
be submitted if the time taken to conduct the OBT is significantly different from 
the 
planned time.)

User or PAYCOM submits an OCR to update the NASA Payload Regulation Appendix F “Crew Payload Training Matrix” to reflect the completed training. The updated matrix is posted per SOP 1.8.

SOP 2.5

TITLE

CONTINGENCY RESPONSE

PURPOSE

To define the procedures in the event of a mishap, mission failure, incident or close call that impacts the Shuttle or ISS elements and/or significantly delays or jeopardizes space flight operations or prevents accomplishment of a major objective.

PARTICIPATION

POD



CPO


OC


Marshall Ops

POIC Cadre

LIS/LIS Rep
PRO

Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Mishap Reporting and Investigating Policy (NPD 8621.1G, NASA)

MSFC Space Shuttle Contingency Plan (MSFC-SSCP-5-77-REV-B)

Multilateral Payload Regulations (SSP 58002), Section 3 and Section 15

GENERAL

A contingency is defined as an incident or accident that threatens or causes crew injury, vehicle damage or damage to a major payload or facility and will trigger a formal investigation. A contingency is the result of a compromise in Safety of Flight (SOF).  Notification may come from many sources leading to declaration of a contingency by the Flight Director (FD). Flight controller efforts will focus on combating damage or injury and achieving stable conditions. Once the situation has been stabilized adequately to assure crew and vehicle safety, a “hands-off” policy will be instituted requiring that all ground support equipment and voice data networks be preserved in the operational state and configuration existing at the time of the contingency until released by the POD or the chairman of the Investigation Board.  Afterward, diagnosis and recovery will be determined and performed. Stabilization and recovery from the situation take precedence over payload operations. All information bearing on the contingency is privileged and non-releasable.

PROCEDURE

1. Upon declaration of a major contingency, POD announces the event on the POD loop and the following:

a)
All POIC cadre, both flight controllers and IST, immediately cease all unofficial telephone calls/email in progress, do not attempt any further unofficial telephone calls/email, and rapidly terminate any other incoming unofficial calls/email.

b) POD announces that the cadre shall not answer any questions from persons not officially engaged in the formal investigation.

c) POIC cadre print displays relevant to the contingency.

d) POD directs initiation of hands-off policy for workstations, PCs, configurable equipment, etc., except as necessary to provide continued support for ongoing flight operation.

e) POIC cadre complete console logs with complete narrative on data observed and console and workstation actions before, during, and after the incident including but not limited to voice conversations, commanding, and display selection.

2. POD directs CPO to disable all operators (cadre and Users) for commanding.  

3. OC assesses situation to determine any additional safety issues.

4. Marshall Ops notifies or ensures remote PCCs and TSCs are notified of the contingency declaration.

5. POD directs Marshall Ops to initiate Impoundment Procedures contained in MSFC-SSCP-5-77-REV-B, Appendix C.

JOIP NOTE:  POD coordinates with FD to determine if payload safing is required and permissible.

6. If payload safing is permitted:

JOIP NOTE: POD coordinates with FD to perform safing. 

a) POD announces on the POD loop the need to perform payload safing and directs OC to coordinate the safing of the payloads.  .

b) If time permits, LIS Rep provides integrated science priorities to assist OC in directing payload safing.

c) OC directs the appropriate POIC cadre person(s) or crew to proceed with safing the affected payload(s). 

d) Once the payloads are in a safed configuration, OC announces on the POD loop that the payloads have been safed.

e) OC submits an OCR to document the safing event.

7.
POIC cadre identifies to POD any other actions or commanding that contributes to combating and stabilizing the situation.

JOIP NOTE:  POD coordinates with FD as necessary to conduct the actions identified by the cadre and directs their execution.

8.
POD directs additional actions be taken by respective positions after FD approval obtained.

9.
POD notifies Payload Operations and Integration Department management of the contingency occurrence and pages the IPM.

10.
When appropriate, POD directs CPO to re-enable operators  for command.

11.
If an individual interviews with an Investigative Tiger Team as part of the investigation, POD coordinates calling replacement personnel to fulfill the cadre functions.

SOP 2.6

TITLE

PL MDM CRASH RECOVERY PROCEDURE

PURPOSE
To define the steps taken to return to nominal execution activities following the loss of the PL MDM and/or Payload Executive Processor (PEP) services, hereafter called a PL MDM crash.

participation

OC
CPO
LIS Rep




TCO
PRO
PHANTOM

DMC

PSE
PAYCOM
Users



POD

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

Payload Multiplexer/Demultiplexer (PL MDM) User’s Guide

Joint Operations Interface Procedures, Volume C (JSC 28179), Part 1

Multilateral Payload Regulations (SSP 58002), M9.2-1

NASA Payload Regulations (SSP 58313)

GENERAL
When a PL MDM crash occurs, the crew or MCC-H will perform procedures to recover the PL MDM and/or PEP services.  The crew will continue nominal operations on those payloads not requiring the PL MDM on a non-impact basis with recovery/safing operations. 

NOTE:  If PL MDM recovery exceeds 90 minutes (1 orbit) (see NASA Payload Regulation, N3.1-10, Impact to Payloads due to Loss of Payload Health and Status Information and Flight Rule, TBD #, Loss of Payload Health and Status).

The following PL MDM functions may be affected by a PL MDM crash:

(a) PEP services:  Health and Status, Ancillary Data, Timeliner, Automated Procedure Execution, Limit Checking, Low Rate Telemetry, MSD Utilization, and PL MDM Portable Computer System Support

(b) Command interfaces:  Rack Interface Controller (RIC), APS, Payload Ethernet Gateway (PEHG), Crew Health Care System (CheCS), and Payloads

(c) File and data transfer:  RIC tables, payload files, PES tables, and Timeliner files

This procedure involves both realtime actions and near-realtime planning activities that must be performed in order to return to the nominal mission timeline.  For this reason, OC will coordinate and direct the required realtime actions and TCO will coordinate the required near-realtime re-planning activities following a PL MDM crash.  There are two types of PL MDM crash recoveries this procedure will address:

a) Primary PL MDM crash and recovery on the backup

b) Primary PL MDM crash and recovery on primary

There is not a distinction defined in this procedure between the two types of possible crashes.  The only difference will be the recovery time to normal operations.

The C&C MDM will automatically attempt to recover PL MDM operations based on the C&C MDM setting of the Recovery/Retry function.  This function controls whether the Primary PL MDM will be rebooted or the Backup PL MDM will be booted from a cold standby in the event of the Primary PL MDM crash.  The C&C Recovery/Retry function default setting will be Recovery/Retry.  A transition to the Backup PL MDM is preferred in order to preserve the Bit Summary Table (BST) information on failed MDM. BST 

information is used for troubleshooting the problem and would be lost if the machine were rebooted. 

Recovery/Retry sequence will occur upon failure of the Primary PL MDM.

NOTE: If the Backup PL MDM fails to boot, the C&C Recovery/Retry function will automatically attempt to reboot the Primary PL MDM.

PROCEDURE

1.
Notification of a PL MDM crash may come to the POIC by several methods:

a) detects loss of payload H&S.

b) detects loss of PL MDM H&S.

c) Crew notifies POIC via Space/Ground loop.

d) MCC-H detects the crash and notifies POIC.

JOIP NOTE:  CPO coordinates with ODIN to determine the type of PL MDM crash and an estimated GMT time when PL MDM services will be recovered (refer to JOIP 9.7.4).  ODIN makes the official declaration that the PL MDM has crashed.  

2.
CPO notifies OC of the ODIN’s declaration of a PL MDM crash and estimated time of recovery.  OC advises POD on the POD loop of the crash details and estimated time of recovery. 

3.
POD announces on the POD loop that “PL MDM services are not functional and all affected parties shall report on the OC loop for a recovery conference.”  All near-realtime and realtime recovery actions and safety considerations are discussed and planned on the OC loop before four parallel activities begin as described below: 

a)
OC leads the review of the last known state of all front-breathing payloads to determine if crew action is required to safe or monitor payloads during the recovery procedure.

b)
OC evaluates any realtime and near-realtime flight safety issues with operating payloads TCO evaluates for any safety impacts to near-realtime replanning activities.  POD calls in POIC Safety, if needed, concerning safety of flight issues.

c)  All operating payloads report to OC loop to coordinate both realtime and near-realtime replanning recovery actions and to listen to flight safety issue information that must be provided to the Payload Developers (PD).

d) The immediate, realtime recovery activities are coordinated by OC and approved by POD on the OC loop.  LIS Rep provides the science priorities input to the recovery plan activities.

e) The near-realtime replanning activities are coordinated by TCO and approved by POD on the OC loop.  LIS Rep provides the science priorities input to the recovery plan activities.

4.
POD communicates with OC and TCO on the OC loop to coordinate the realtime and near-realtime parallel activities and ensure that they are compatible.

5.
POIC CADRE and LIS Rep will discuss and and prioritize recovery actions as required. .  LIS REP, when time permits, adds special topics to the Daily Science Tag in order to distribute information and collect impacts.

A.
Realtime Activities: (All realtime actions coordinated on the OC loop)

1.
OC directs CPO on the OC loop to cease all scheduled POIC commanding, except for PHANTOM and DMC.  PHANTOM continues to configure video systems, and DMC continues to configure COR and HRFM.  These configurations are controlled by the C&C MDM and are unaffected by the loss of the PL MDM. 

JOIP NOTE: CPO coordinates with ODIN regarding previously scheduled file uplink activities to determine which files in ODIN uplink queue have been successfully uplinked (Refer to JOIP 5.2, “S-Band File Uplink.”)

JOIP NOTE:  POD informs FD of the following information for CAPCOM to voice to crew, if required:

a)
Recovery crewmember: If required, direct crew to perform integrated safing procedures as determined by OC.

b)
Operations crewmember: Continue nominal payload operations on those payloads that do not require PL MDM services.  These operations must not interfere with PL MDM crash recovery activities.  

JOIP NOTE: ODIN notifies CPO when PL MDM services are recovered (refer to JOIP 5.74).  

2.  CPO notifies DMC on DMC loop to send commands to reconfigure the APS ports in support of Backup PL MDM. 

3.  DMC reports to CPO on CPO loop the completion of APS reconfiguration.

4.  CPO issues a Payload Startup Notification to all front-breathing payloads if the Limit Check Definition Table (LCDT) File is current to re-establish parameter monitoring.  If the LCDT is not current, CPO updates this file prior to sending the Payload Startup Notification command.

NOTE:  If the payload cannot restart Low Rate Telemetry (LRT) or Ancillary Data Services (ADS), then User must submit a follow-up OCR to issue the Start Low Rate Telemetry Service and the Start Ancillary Data Service Commands.  

5.  All currently active payloads that are using PL MDM services must define any additional payload recovery actions that are not included in the PODF/SODF PL MDM crash recovery procedure.  These additional actions will be performed after PL MDM service is resumed.  PRO/LIS Rep polls the currently active payloads via the OC Loop for this information.

6.
OC, CPO, PRO, LIS Rep, and PSE evaluate the additional actions identified above on the OC loop and OC/PRO/LIS Rep determine any required sequential order to be followed in their execution and each position shall log all the identified actions for which they are responsible.

7.
LIS Rep/PRO/TCO generate a list of all payloads that were active when PL MDM operations resume.  PRO provides this written list to CPO and OC.

8.
OC directs CPO and PRO on the OC loop to coordinate the additional PL MDM and payload recovery actions identified and report completion to OC on the OC loop. 

9.
All additional payload recovery actions are documented via "follow-up" OCRs to be submitted by PRO and Users.

10.
TCO and OC request POD approval on OC loop of the identified additional activities.

11.
CPO notifies OC/POD on the OC loop that the PL MDM services have been restored.

12.
OC polls the POIC cadre and payload operations teams on the OC loop to determine if nominal operations have occurred.

13.
If concurrence on nominal operations is received, OC announces on the OC loop that "Return to nominal operations is complete" and nominal POIC operations according to the execution timeline may resume.

14.
OC announces on POD loop “Return to nominal operations” is completed.

15.
POD directs PAYCOM on PAYCOM loop to voice PL MDM recovery status to the on-board crew.

JOIP NOTE: CPO notifies ODIN on ODIN loop that payload operations are nominal.

16.
CPO enables all required payload commanding Users.  CPO notifies all payload commanding Users on the CPO loop that approved command Users are enabled for commanding and should resume command operations.

JOIP NOTE: OC generates inputs for the MCC-H Anomaly Report (refer to JOIP 15.1.2).

B.
Near-Realtime Replanning Activities: (All near-realtime activities are coordinated on the TCO loop.)

1.
 LIS Rep, TCO, DMC, and PHANTOM evaluate on the TCO loop the mission timeline, the estimated PL MDM services available time, and other considerations in determining a "Return to nominal operations" time.

2.
LIS Rep, TCO, DMC and PHANTOM determine on the TCO loop any near-real-time re-planning actions that are required when PL MDM services become available.

3.
TCO notifies OC and POD on the OC loop of the "Return to nominal operations" time recommendation and any other pertinent actions to be taken.

4.
If nominal operations are not achieved by the "Return to nominal operations" time, OC advises POD and TCO.  TCO repeats steps B.1 and B.2 of the Near-Realtime Replanning Activities.  OC will repeat steps A.8, A.9, and A.10 of the Realtime Activities until a successful "Return to nominal operations" is achieved.

JOIP NOTE: TCO generates inputs for the MCC-H Anomaly Report (refer to JOIP TBD).

SOP 2.7

TITLE

REALTIME UPDATE OF PAYLOAD EXECUTIVE SOFTWARE (PES) CONFIGURATION TABLES 

PURPOSE 

To define the procedure to update the PES Configuration Tables that need to be uplinked to the PL MDM in realtime.

PARTICIPATION

PSIV/F
CPO


OC

POD
Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

Payload Multiplexer/Demultiplexer (PL MDM) User's Guide (TBD)

Joint Operations Interface Procedures (JSC 28179), Volume C

GENERAL  

PES Configuration Tables provide data needed by the PES to perform many of its required functions. It is anticipated that some of these tables will require realtime updates by POIC to perform payload operations. CPO is responsible for coordinating the update of the configuration tables. An OCR will be required for unplanned configuration table updates. 

This SOP describes the necessary steps to perform the realtime update using the PEP management tool.

NOTE: Nine of the thirteen PES tables will be configuration managed by the Payload Operations Control Board (POCB) via PIMS.  Three of the tables will be configuration managed by the Avionics Software Control Panel (ASCP) via the Mission Build Facility 

(MBF). The initial LCDT and any table changes driven by Caution and Warning (C&W) changes will be sent by PSIV/F to MBF.  Edits to data parameters for C&W require POIC safety to coordinate with Payloads Safety Review Panel (PSRP) or Payload Safety Engineer (PSE) at MCC-H.  The PES tables that are configuration managed by the POCB includes the Ancillary Data Definition Table, File Authorization Table, PL Configuration Data Table, Procedure Information Table, PEP Configuration Data Table, Display Definition Table, eight User Defined Profiles, and two Lateral Transfer Tables that will be available in the future increment. 

PROCEDURE

1. When an approved OCR to update PES table is received, CPO identifies the table that needs to be changed. 

2. CPO edits the table using PEP management tools.

3. CPO saves and moves the file into PIMS.

4. CPO schedules the file uplink.

5. CPO requests the uplink of the file to MCC-H.

6. CPO notifies OC and, if necessary, requests POD approval for unscheduled commanding.

7. CPO downlinks the file and compares the uplinked and downlinked versions to ensure the integrity of the file.

8. If the file comparison fails, then CPO repeats steps 4 through 7 until file uplink is successful. 

9. CPO coordinates with OC and POD and notifies Users of upcoming load to memory.

JOIP NOTE: Before the actual memory load, POD requests FD approval. 

10. CPO sends command to transfer the contents of the file from the MSD to the PL MDM memory.

11. CPO then notifies OC, POD, and Users that the memory load is complete.

12. CPO notifies POD of the requirement to perform the synchronization of the Backup PL MDM.

JOIP NOTE: CPO also notifies ODIN of the requirement to perform the synchronization of the Backup PL MDM.

13. If PES table changes represent significant changes, CPO performs SOP 2.25, PES Configuration Table File Update Process, on the Backup PL MDM to synchronize the Backup PL MDM.

14. If required, CPO submits a follow-up OCR for the unscheduled commanding required for downlink and memory load.

SOP 2.7.1

TITLE

EXPRESS RACK INTERFACE CONTROLLER (RIC) TABLE FILE UPDATE PROCESS 

PURPOSE 

To define the procedures for delivery/retrieval/uplink of Flight-specific EXPRESS RIC Table files, delivery/retrieval/uplink of real-time PSIV/F-updated EXPRESS RIC Table files, and PRO real-time commanding update of EXPRESS RIC Table files 

PARTICIPATION

PSIV/F
PRO

CPO
OC

POD
Users

EFFECTIVITY

Flight 8A and subsequent

REFERENCE DOCUMENTATION

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

Payload Multiplexer/Demultiplexer (PL MDM) User's Guide

EXPRESS Rack Software Interface Control Document (D683-42510-1)

EXPRESS Rack Operations Manual  (POIF-OC-0012)

Joint Operations Integration Procedures (JSC 28179), Volume C

GENERAL  

Prior to each Flight, PSIV/F generates RIC Table files for new EXPRESS Racks and updates, if necessary, RIC Table files for existing racks.  Some EXPRESS Rack RIC configuration parameters can be modified by the PRO via commanding; otherwise, PSIV/F will generate new RIC Table files.  The changes may include existing payload reconfigurations, installation of a new payload, transferring a payload between racks, or  moving the payload within the same rack.   An OCR will be required for any unplanned RIC table file updates.

PROCEDURE

A. Delivery, Retrieval, and Uplink of Flight-Specific RIC Table Files

NOTE: The following procedure is to be performed for each EXPRESS rack that will be on-orbit following the flight in question.

1. PSIV/F delivers final versions of Flight-Specific RIC Table files to PIMS.

2. PRO creates a byte-swap copy of the file in PIMS.

NOTE: The following steps are not required if the rack in question already contains (on its EMU) the correct RIC Table files.

3. PRO notifies CPO that RIC Table files are ready for uplink to the PL MDM MSD and identifies the location of the files in PIMS.

4. CPO uplinks the byte-swap copy of the files per SOP 2.29.

5. CPO downlinks files to PIMS and PRO compares downlink files with the ground files.

6.
PRO transfers files from the PL MDM MSD to the EMU.

7.
PRO monitors telemetry to ensure the files have been transferred.

8.
PRO transfers (copies) files from EMU back to the PL MDM MSD.

9.
CPO downlinks files to PIMS and PRO compares downlink files with the ground files.

10.
PRO commands the rack to load files into RIC memory.

B.
Delivery, Retrieval, and Uplink of Real-Time PSIV/F-Updated RIC Table Files

1. User/PRO identifies need for a RIC Table files update requiring PSIV/F development and generates an OCR per SOP 1.6. 

2. PRO notifies POD that EXPRESS Engineering Integration (EI) needs to be called directly and PSIV/F needs to be called via the Consolidated Support Engineering (CSE) desk for OCR implementation.

3. Upon OCR approval, PSIV/F updates the RIC Table files, delivers the updated files to PIMS, and notifies PRO.

4. Perform steps 2- from Procedure A.

C.
RIC Table File(s) Updates via PRO Commanding

1.
User/PRO identifies need for a RIC Configuration Table files update and generates an OCR per SOP 1.6.  Changes to the following RIC Configuration Table fields require coordination with EXPRESS EI and CSE: 1) the Health and Status Packet Size field of the PLD Configuration table, 2) the Max Telemetry Packet Size field of the PLD Telemetry Configuration table, 3) the Max Number of Packets field of the Rack Telemetry Configuration table, and 4) all fields except the PLD Leg Valve fields of the Rack Thermal Configuration table.

2.
Upon OCR approval, PRO coordinates with CPO and updates the RIC Configuration 
Table file using a command per SOP 2.16.

3.
After successful changes to the RIC Configuration tables, the PRO will downlink a copy 
of the changed file to PIMS for configuration traceability.

SOP 2.8

TITLE

CREW HEALTH STATUS RESULTING FROM PAYLOAD MEDICAL ACTIVITIES

PURPOSE

To define procedures to obtain research information for investigations involving flight crew as human subjects.

PARTICIPATION

User

POD

EFFECTIVITY

Increment 2 and subsequent  

REFERENCE DOCUMENTATION

International Space Station Medical Operations Requirements Document (ISS MORD), SSP 50260

GENERAL

Due to the nature of some of the payload activities that use the crew as subjects, there will be occasions where the PI will require private medical information from the crew.  This must be accomplished in a way that ensures the medical privacy of the crew. However, this route is limited to crew health status. It is not to be used to introduce new procedures, protocols, or changes to existing procedures to the crew; SOP 2.1, Manual Crew Procedure Change, shall be used to accomplish those tasks. Scheduling changes shall be introduced using Short-Term Planning Processes described in SOP 3.1.1.

Discussions with the crew will occur during a Private Medical Conference (PMC) conducted by the MCC-H Flight Surgeon.  These should be already approved and scheduled on the timeline. PI OCRs would not include the detailed questions for the crew - only the request for time (to ensure crew medical privacy). Additional requests documented by OCRs will be assessed. The same procedure will be used if the payload-related PMC has been pre-approved 

and scheduled; however, the approvals would be much faster. This procedure establishes a temporary direct interface between the MCC-H Flight Surgeon and the PI for the research information exchange.

PROCEDURE

5. Human Research Payload Scientist submits OCR to request crew health status opportunity for information directly relevant to scheduled protocols.

JOIP NOTE:  Upon OCR approval, POD forwards request to ISS FD for coordination with Surgeon.

JOIP NOTE:  PI discusses details of request for crew health status information directly with Surgeon.

JOIP NOTE:  Following PMC in which Surgeon obtains the relevant information, Surgeon relays crew responses to the Human Research Payload PI.
SOP 2.9

TITLE
SPACE-TO-GROUND AND AIR-TO-GROUND (S/G AND A/G) ENABLEMENT OF POIC CADRE OR USERS 

PURPOSE
To define procedures  performed by PAYCOM in  coordinating, and managing  payload Ground Support Personnel  enablement on Space-to-Ground (S/G) or Air-to-Ground (A/G) voice. 

participation

PAYCOM

POD

OC

Users


POIC Cadre

EFFECTIVity

Increment 2 and subsequent

reference documentation

Multilateral Payload Regulations (SSP 58002), Section 14

NASA Payload Regulations (SSP 58313), N13.1-1

Joint Operations Integration Procedures (JSC 28179), Volume B and Volume C

ISS Generic Operational Flight Rules (NSTS 12820), Volume B, B1.2.1-4

GENERAL

The capability exists to allow station crewmembers to speak directly with 

payload ground support personnel.  Such an enablement request may have preliminary approval pre-increment or received approval entirely in real time.  PAYCOM will coordinate and execute enablement of POIC cadre or Userswhile ensuring adherence to defined enablement procedures and protocols.  During ISS operations, minimum cadre or User voice enablement is expected.  The following procedures will be used to schedule and implement  payload cadre or User voice enablement on S/G or A/G.  

PROCEDURE

A. Cadre or User Enablement as a Result of Crew Request

NOTE:  Normally a cadre member or User will not be enabled within 5 minutes of LOS.

3. In response to crew request, PAYCOM obtains approval from POD to enable the cadre member or User.

JOIP NOTE: POD obtains approval from ISS FLIGHT. If enablement is for A/G, POD also obtains approval from STS FLIGHT.

4. PAYCOM reviews the GSP ENABLEMENT CHECKLIST (below) with the cadre member or User.

5. PAYCOM conducts the enablement per the STANDARD ENABLEMENT SEQUENCE (below).

B.  Cadre or User Enablement at Cadre or User Request

NOTE:  Normally a cadre member or User will not be enabled within 5 minutes of LOS.

1. Cadre member or User contacts PAYCOM on the PAYCOM loop with request for enablement, including timing and rationale. If a remote User does not have PAYCOM loop, he/she may contact PAYCOM on the OC loop.

2. Cadre member or User submits an OCR per 1.6 requesting enablement, either before the event if time permits, or as a follow-up. If the event was documented pre-increment in Final iURC requirements, no OCR is required.

3. PAYCOM coordinates with the appropriate POIC cadre members or Users to ensure appropriate timing, necessity, and compatibility.

4. POD approves enablement request.

JOIP NOTE: POD obtains approval from ISS FLIGHT. If enablement is for A/G, POD also obtains approval from STS FLIGHT.

5. PAYCOM reviews the GSP ENABLEMENT CHECKLIST (below) with the cadre member or User.

6. PAYCOM conducts the enablement per the STANDARD ENABLEMENT SEQUENCE (below).

GSP ENABLEMENT CHECKLIST

1.
Monitor POD and OC loops during the entire enablement event. The OC loop is where the logistics of the enablement process will be coordinated. The POD loop is where you will be contacted during the enablement event if necessary.

2. 
Think about what you want to say.  Speak clearly and concisely and stick to the point. Use phonetic alphabet when required.

3. 
Don't speak too quickly.  Make sure the crew is ready to copy if you're reading up something that must be written.

4.
Make sure the crew has the procedure or OSTP at hand if referencing specifics.

5.
Do not direct or authorize changes in resources such as power, thermal or crew time.

6. 
If you hear “break-break,” cease conversation immediately.

7. Once you are enabled, verify WITHOUT SPEAKING that you are “hot” on S/G or A/G.  Return to the OC loop to confirm enablement.

8.
Let the crew initiate the conversation after PAYCOM introduces you. (PAYCOM will typically say, “Alpha, Huntsville – [your position] is standing by and waiting for your call.”)

STANDARD ENABLEMENT SEQUENCE

1. If HOSC or remote HVoDS User has individual HVoDS keyset:

PAYCOM enables GSP S/G or A/G link.

2. If User has Ames or Glenn TSC keyset:

PAYCOM enables the TSC operator S/G or A/G link and informs TSC operator.  TSC operator enables specific User console for S/G or A/G communication.

JOIP NOTE: JSC TSC Users are enabled by MCC-H; PAYCOM coordinates with ISS GC per JOIP to enable User for S/G or A/G communication.

3. PAYCOM verifies that User or a cadre member is enabled per step 7 of the GSP ENABLEMENT CHECKLIST.

4. At the appropriate time, PAYCOM advises crew that User or a cadre member is standing by.

5. Crew contacts User or a cadre member to discuss activity.

6. Upon completion of the discussion:

(a) If HOSC or remote HvoDs User has individual HvoDS keyset:

PAYCOM disables User S/G or A/G link.

(b)
If User has Ames or Glenn TSC keyset:

PAYCOM disables TSC operator S/G or A/G link.


(c)
TSC operator disables specific User console for S/G or A/G 




communication.

JOIP NOTE: If JSC TSC User was enabled through MCC-H, PAYCOM coordinates with ISS GC per JOIP to disable S/G or A/G link.

SOP 2.10

TITLE
INCREMENT OPERATION STOWAGE MANAGEMENT COORDINATION

PURPOSE
To define the activities performed in monitoring, coordinating, reviewing, assessing and integrating day-to-day payload inventory management and stowage status. 

PARTICIPATION

POIC Stowage 

PAYCOM

NASA Users


POD

TCO

EFFECTIVITY

Increment 2 and subsequent

reference documentation

POIF Payload Stowage Operations Manual (POIF-OI-0008)

MCC-H/POIC JOIP (JSC 28179), Volume C (Execution), (JSC 28179)

GENERAL

During the course of ISS on-orbit operations, POIC Stowage, provides on-console support by responding to crew/PD stowage/inventory issues, monitoring and assessing day-to-day stowage/inventory activities, and preparing stowage location inputs for Flight Notes.   POIC Stowage works an 8x5 shift (Monday – Friday, normal business days) and is on-call the remaining time.  During POIC Stowage’s absence,  PAYCOM responds to realtime crew stowage questions; TCO will coordinate all remaining realtime stowage issues.   The following procedures are addressed in this SOP:

1. POIC Stowage Work Shift Support

2. Responding to Crew Stowage Issues

3. Responding to PD/User Stowage Issues

4. Inventory Audit Requests

5. Inventory Status

6. Payload Stowage Inputs to the Flight Notes

Procedure

1. POIC Stowage Work Shift Support

a)
POIC Stowage checks with PAYCOM and TCO for stowage issues daily. The TCO e-mails stowage a copy of

      the TCO console log daily and notes any stowage issues that have occurred during 

      stowage on–call hours.  

b)
POIC Stowage resolves issues.

c)
POIC Stowage reports status/resolution to PAYCOM/TCO.

2. Responding to Crew Stowage Issues

a) Crew notifies PAYCOM of stowage issue. If POIC Stowage is on console, PAYCOM coordinates issue with them.  If POIC Stowage is not on console, skip to step (d).

b) POIC Stowage resolves issue and reports to PAYCOM.

c) PAYCOM notifies crew of findings/resolution.

d) During POIC Stowage’s absence, PAYCOM searches available resources (stowage information located on https://mod2.jsc.nasa.gov/ims web site, User logs, PAYCOM logs, and crew procedures) for resolution.

e) If item is not located using available resources, PAYCOM will pass issue to TCO for further investigation.

f) TCO searches available resources (i.e., stowage information located at https://mod2.jsc.nasa.gov/ims IMS web site, User logs, PAYCOM logs, and crew procedures) for resolution.

g) If required, POD, or his designated caller, calls  in POIC Stowage .

h) POIC Stowage searches available resources and coordinates with User(s) as required.

i) POIC Stowage reports status/resolution to TCO/PAYCOM.

j) PAYCOM notifies crew of findings/resolutions.

k) POIC Stowage requests POD approval to depart POIC.

NOTE:  When the hardware is not located and there is no resolution, refer to step 5, Inventory Audit Requests.

3.
Responding to PD/User Stowage Issues

a)
TCO receives  PD/User stowage questions or issues during realtime operations.

b)
TCO determines need to search IMS web site (https://mod2.jsc.nasa.gov/ims) to resolve issues.  If unable to resolve, TCO logs issue for POIC Stowage to work the next normal workday, or calls in POIC Stowage, with POD approval.

c)
POIC Stowage responds to stowage questions or issues.

4.
Inventory Audit Requests

a) Users forward audit requests to POIC Stowage, as required.

b) POIC Stowage searches available resources and coordinates with ISO and User, as required, to confirm validity of audit request.

c) POIC Stowage prepares crew audit request and submits to PAYCOM.

d) PAYCOM coordinates audit request with POD.

e) If approved, PAYCOM submits request to crew.

f)
PAYCOM notifies POIC Stowage and User of crew findings.

g)
If item is found, POIC Stowage and Users determine need to leave item where it was found or evaluate need for crew to move item to a new location.

JOIP NOTE:  If recommendation is to move item to a new location, POIC Stowage coordinates recommended location with MCC-H ISO.

(i)
POIC Stowage coordinates recommended location with PAYCOM, TCO, and POD.

(ii)
If POD concurs, PAYCOM notifies crew of recommended stowage location.

h)
If item cannot be found, LIS Rep and Users determine impact to payload operations and notify POD.

5.
Inventory Status

a)
Users track/monitor status of their payload items via https://mod2.jsc.nasa.gov/ims 
web site.

b) Users track/monitor status of their payload items via 

https://mod2.jsc.nasa.gov/ims/https://mod.jsc.nasa.gov/ims web site.

c) Users coordinate inventory concerns with POIC Stowage.

d) POIC Stowage searches available resources to resolve.

e) POIC Stowage coordinates errors with ISO if discrepancy is with IMS data.

6.
Payload Stowage Inputs to the Flight Notes:

a) POIC Stowage contacts ISO for a tag-up, Monday thru Friday, on the POIC STOW loop to go over issues/concerns for the next two days of crew activities to ensure all activities are being addressed.  (JOIP NOTE)

b)
POIC Stowage uses available tools/products to provide payload stowage location 
inputs (i.e., operations nomenclature, part numbers, location and barcode numbers, if 
available) for incorporation in the Flight Notes.


c)
Prior to forwarding to ISO, POIC Stowage coordinates inputs with PAYCOM and 


TCO.

d)
POIC Stowage forwards the payload stowage location list to /ISO NLT 1200 CT at doiso@ems.jsc.nasa.gov, Monday thru Friday.

JOIP NOTE:  ISO incorporates POIC Stowage inputs into  a daily Flight Note.

JOIP NOTE:  ISO emails any updates/changes made to the POIC Stowage location list inputs  ASAP  to POIC Stowage, POD, TCO, and PAYCOM at 

stowage@MPS.HOSC.MSFC.NASA.GOV, 

STOWAGE2@MPS.HOSC.MSFC.NASA.GOV, 

POD@MPS.HOSC.MSFC.NASA.GOV, 

TCO@MPS.HOSC.MSFC.NASA.GOV,

PAYCOM@MPS.HOSC.MSFC.NASA.GOV) 

with a brief description of why changes were made.

SOP 2.10.1

TITLE

LOCATING STOWAGE DURING INVENTORY MANAGEMENT SYSTEM (IMS) FAILURE

PURPOSE

To define the activities performed in providing stowage location information to the crew in the event that the on-board IMS is not operational.  

PARTICIPATION

POIC Stowage

PAYCOM

TCO

POD

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

MCCH/POIC JOIP (JSC 28179), Volume C (Execution)

GENERAL

During the course of payload operations, the on-board IMS may not be operational due to a system or equipment failure. In order for the crew to continue performing payload operations, it may be necessary to provide the crew with stowage locations of tools needed to complete the procedures.

PROCEDURE

1. Crew notifies PAYCOM of unsuccessful attempt to retrieve stowage location information from on-orbit IMS.

2. PAYCOM searches IMS information located at https://mod2.jsc.nasa.gov/ims web site for stowage location.

3. Upon POD approval, PAYCOM notifies crew of stowage locations.

4. PAYCOM coordinates with POD on need to call POIC Stowage if the situation demands extensive research or time constraints prevent PAYCOM or TCO from devoting time needed for task. 

SOP 2.11

TITLE
IN-FLIGHT MAINTENANCE (IFM) PROCEDURE DEVELOPMENT/COORDINATION

PURPOSE
To define the procedures used by the POIC cadre and Users for developing and coordinating IFM procedures used to correct on-board anomalies.

participation

PSE


PRO

POD


OC

Users


POIC Safety

PEI


CSE

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C Section 11.1 – 
Implementation of Payload Corrective Procedures

POH, Volume 2:


SOP 1.6  
Operations Change Request Processing


SOP 1.7  
Payload Anomaly Report Processing


SOP 1.18 
Activation of Tiger Team and External Supporting Organizations


SOP 2.1
PODF Manual Crew Procedures Changes


SOP 2.26
Designated Maintenance Items (DMI)

Interpretation of NSTS/ISS Payload Safety Requirements (NSTS 18798), Section 4.5 - Interpretations of On-Orbit Maintenance (MA2-00-038)

GENERAL

IFM procedures are used to recover from an anomalous condition, malfunction, or otherwise resolve a problem associated with an on-board piece of equipment or payload.

GROUNDRULES

1. NASA Payload Regulations state that any hardware malfunction/troubleshooting/ correction crew time will come out of that payload’s regular operations allocation.

2. The payload Users shall attempt to identify all potential failures and develop IFM procedures for these potential failures prior to flight.  

3. The payload Users will be responsible for the development and validation of the IFM procedure, which, when in final form, must conform to approved PODF standards.

4. IFM procedures for on-board anomalies must be validated before execution.

5. A Maintenance Hazard Assessment is required per NSTS 18798 to perform IFM maintenance procedures.  Payload organization/User is required to define the maintenance approach with regard to controlling hazards in the Safety Data Pack.  Should unplanned maintenance be requested, PSRP approval will be required prior to performing an IFM.

6. Use SOP 2.26 for initiating the IFM process and getting the activity on the Designated Maintenance Item (DMI) list.

procedure

1. PSE coordinates with POD and Users to determine the level of support required to develop the IFM procedure.  If a tiger team or support from external supporting organizations (PEI, PSIV, CSE) is required, POD coordinates this support per SOP 1.18.

2. PSE collects pictures and hardware/electrical drawings for analysis to support the IFM procedures development.

3. POIC Safety assures a maintenance hazard assessment had been performed by the payload organization/user and approved by the PSRP and verifies that all safety concerns have been addressed in the maintenance procedures.

4. PSE  provides OC a status on all open PARs and the progress of the IFM  procedure development each day per SOP 1.7.

5. Once the IFM procedure is in final form, User submits the OCR per SOP 2.1 for crew procedures and per SOP 1.6 for ground command procedures.

6. POD approves the OCR. 

JOIP NOTE:  POD forwards the IFM procedure to OSO for final review and approval per JOIP 11.1.

SOP 2.12

TITLE

NON-DATA PLSS COMMAND COORDINATION

PURPOSE

To define the coordination procedure the PRO should follow when commanding PLSS resources.

PARTICIPATION

POD

PRO

CPO

OC

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Joint Operations Integration Procedures (JSC 28179), Volume C

GENERAL

The PRO is responsible for configuring PLSS resources for International Standard Payload Racks (ISPR) located in the U.S. Laboratory.  These resources include the Electrical Power System (EPS), Thermal Control System (TCS), and the Environmental Control and Life Support System (ECLSS).  Close coordination within the POIC and externally with JSC is necessary before the PRO issues any PLSS commands.  This procedure defines the coordination procedure.

PROCEDURE

A. Scheduled Commanding

1. PRO examines the OSTP to determine resources required for ISPR/payload operation.

JOIP NOTE:  PRO coordinates with MCC-H personnel to ensure adequate resources.

2. PRO requests “Go” for PLSS commanding from POD.

JOIP NOTE: POD notifies FD via the ISS FD loop that PLSS commanding to an ISPR in the U.S. Lab is necessary and the required pre-coordination has been done between the PRO and JSC personnel.

3. POD gives PRO “Go” for PLSS commanding.

4. PRO contacts CPO and confirms enablement.

5. PRO issues the PLSS command and announces on FMT Coord that commands have been sent.

6. PRO monitors telemetry for the proper response to the command and informs POD that PLSS commanding was successful.  If PRO determines that the command was unsuccessful, SOP 2.19, “On-board Anomaly Troubleshooting/Coordination for Station Systems, Non-Data PLSS, POIF Operated Equipment, and Payloads” is initiated.

B. Unscheduled Commanding

1. PRO determines the need for unscheduled PLSS commanding and notifies OC on OC loop.

JOIP NOTE: PRO coordinates with MCC-H personnel to ensure adequate resources.

2. OC advises POD via POD loop that unscheduled PLSS commanding is necessary.

JOIP NOTE: POD advises FD via the ISS FD loop that PLSS commanding to an ISPR in the U.S. Lab is needed and the necessary pre-coordination has been done between the PRO and JSC personnel.  Upon FD approval, POD will inform the PRO via the POD loop that PLSS commanding is approved.

3. POD gives PRO “Go” for PLSS commanding.

4. PRO contacts CPO and confirms enablement.

5. PRO issues the PLSS commands and announces on FMT Coord that commands have been sent.

6. PRO monitors the telemetry for the proper response to the command and informs POD that PLSS commanding was successful.  If PRO determines that the command was unsuccessful, SOP 2.19, “On-board Anomaly Troubleshooting/Coordination for Station Systems, Non-Data PLSS, POIF Operated Equipment, and Payloads” is initiated.

7. PRO writes follow-up OCR for unscheduled PLSS commanding.

SOP 2.13

TITLE

EXPRESS RACK OPERATIONS AND SUBRACK PAYLOAD OPERATIONS

PURPOSE

To define procedures for coordinating and executing the power-up, operation, and power-down of EXPRESS Racks and subrack payloads. 

PARTICIPATION

PRO

CPO

POD

Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

NASA Payload Regulations (SSP 58313), NA11.1-9

GENERAL

PRO operates and configures the EXPRESS Rack to support subrack payload operations.  PRO realtime responsibilities include maintaining rack configuration, monitoring rack subsystem and subrack payload health and status, and responding to rack anomalies.  Nominal operations include rack and payload level power-up/power-down activities.  PRO EXPRESS Rack commanding is executed per the STP and requires POD approval.
In support of EXPRESS Rack operations, CPO enables/disables Usercommanding coordinates payload file transfers, and enables rack and subrack payload health and status data routing/processing.

PROCEDURE

A.  EXPRESS Rack Power-up

NOTE:  Initial EXPRESS rack activation and checkout (following transfer) is covered in SOP 5.4.1.  The following procedure should be used for all other nominal  rack power-ups.

1. PRO informs OC when initiating coordination activities to support rack power-up. OC passes the information on to POD.

2. PRO configures PLSS resources (RFCA, RPCs) to support rack power-up per SOP 2.12.

3. Following RPC commanding, PRO coordinates with CPO to send Start-up Notification Command.

JOIP NOTE: PRO requests the ECLSS Officer to initiate rack Fire Detection and Suppression (FDS) Subsystem and Avionics Air Assembly (AAA) monitoring.

4. PRO obtains approval from POD for EXPRESS Rack commanding per the STP.

5. PRO configures the rack and verifies proper rack health and status.

6. PRO notifies OC when rack power-up is complete.

7. OC notifies POD of rack power-up.

B.  EXPRESS Rack Power-down

NOTE:  Final EXPRESS Rack deactivation (in preparation for transfer) is covered in SOP 5.4.1.  The following procedure should be used for all other nominal rack power-downs.

1.
PRO informs OC when initiating coordination activities to support rack power-down. OC passes the information on to POD.JOIP NOTE: PRO pre-coordinates with THOR, PHALCON, and ECLSS Officer to support rack power-down.

NOTE: PRO coordinates with THOR to determine preferred RFCA settings following rack power-down, which may result in closing the RFCA (THOR) or commanding the RFCA to a new setpoint (PRO/THOR) after the rack power is removed.

2. 
PRO obtains approval from POD for EXPRESS Rack commanding per the STP
JOIP NOTE: PRO requests the ECLSS Officer to terminate FDS and AAA monitoring.

3.
PRO sends the rack shutdown command.

4.
After PRO verifies rack health and status data is stale, PRO notifies CPO to send the 
shutdown notification command.

5.
PRO deconfigures PLSS resources (RFCA, RPCs) to support rack power-down per SOP 
2.12.

6.
PRO reports rack power-down to OC.

7.
OC informs POD of rackpower-down.

C.  Subrack Payload Power-up

NOTE:  
Initial subrack payload activation and checkout (following transfer) is covered in 



SOPs 5.4.4 and 5.4.5.  The following procedure should be used for all other 




nominal power-ups.

1. PRO informs OC when initiating coordination activities to support subrack payload  power-up per the STP. OC passes the information on to POD.

JOIP NOTE: PRO pre-coordinates with THOR, PHALCON and ECLSS Officer, if necessary.

2. PRO obtains approval from OC for EXPRESS Rack commanding per the STP.

3. PRO configures EXPRESS Rack thermal control valve(s), if necessary.

4. PRO configures RFCA , if necessary.

5. PRO configures rack power and comm to support subrack payload power-up.

6. PRO coordinates with CPO to send Start-up Notification Command.

7. PRO and User verify proper payload health and status.

8. PRO reports payload power-up to OC.

9. OC informs POD of payload power-up.

D. Subrack Payload Power-down

NOTE:

Final subrack payload deactivation and checkout (following transfer) is covered in 


SOPs 5.4.4 and 5.4.5.  The following procedure should be used for all other 




nominal power-downs.

1. PRO informs OC when initiating coordination activities to support subrack payload power-down. OC passes the information on to POD.

JOIP NOTE:  PRO pre-coordinates with THOR, PHALCON and ECLSS Officer, if necessary.

2. PRO obtains approval from OC for EXPRESS Rack commanding per the STP.

3. PRO coordinates with CPO to send the Shutdown Notification Command.

4. PRO configures rack power and comm to support subrack payload power-down.

5. PRO configures EXPRESS Rack thermal control valve(s), if necessary.

JOIP NOTE: PRO coordinates with THOR to change thermal resources, if necessary.

6. PRO configures RFCA, if necessary.

7. PRO reports payload power-down to OC.

8. OC informs POD of payloadpower-down.

E.  EXPRESS Rack ​Anomalies

EXPRESS Rack anomalies will be handled per SOP 2.19.

SOP 2.13.1

TITLE
EXPRESS RIC Reboot AND recovery

PURPOSE

To define the procedures used to perform an EXPRESS Rack Interface Controller (RIC) reboot and/or recover from a RIC reboot event.

PARTICIPATION

PRO



CPO


PAYCOM

OC




POD


TCO

Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

POIC Ground Command Procedure Book (SSP 58704), Volume 2

GENERAL

This procedure is used to perform an EXPRESS Rack Interface Controller (RIC) reboot and/or recover from a RIC reboot event.  A RIC reboot can be initiated by the following means:

1. An autonomous RIC reboot, where the reboot is initiated by the rack Solid State Power Control Module (SSPCM), via the SSPCM watchdog timer feature which monitors for active communications between the RIC and SSPCM, with no external stimulus.
2. A crew-initiated RIC reboot (crewmember depresses the inline reboot button on the EXPRESS Rack RS-232 cable.)
3.
A ground controller (PRO)-commanded reboot.
4.
A rack main-to-auxiliary or auxiliary-to-main bus power switch event.

5. A complete rack power cycle.

A RIC reboot will be required if the RIC enters an off-nominal state and is not rebooted autonomously by the SSPCM. The RIC can enter this off-nominal state as a result of excessive data throughput or RIC internal card-to-card communication errors.   If an autonomous RIC reboot does not occur, the crew initiated reboot is the preferred method for executing a RIC reboot since it will have the least impact on payload operations of all the reboot methods. If the crew is not available, and the RIC is still responsive to commands, the next preferred option is the PRO-initiated RIC reboot command. This method requires that all payloads be powered off and the rack placed in standby mode. If the RIC is not responsive to commands, the PRO must either initiate a “main-to-auxiliary-to-main” power transition (continuously powered payloads do not lose power), or perform a complete power cycle of the rack (all payloads lose power)
The effects of a RIC reboot occurrence vary depending on how the reboot was initiated.  All reboots clear the RIC volatile memory, which means that all rack and payload configuration information will be lost until the RIC can be reconfigured by PRO.  The net effect of this is that both payload health and status and science data will be lost until the RIC is reconfigured.   Note, rack-level health and status is available again approximately 4 minutes after a RIC reboot event since this data is generated and transmitted regardless of RIC configuration.  Ground-initiated reboot events executed via the RIC reboot command or the rack power cycle will entail loss of power to payloads as well as loss of data.  Recovery of the rack to nominal configuration will take approximately 25 to 45 minutes, depending on Ku band coverage.  This will be followed by any necessary payload recovery activities.

PROCEDURE

1. PRO identifies the need for a RIC reboot to OC. If an autonomous RIC reboot has occurred, the cadre should proceed to section A, Autonomous RIC Reboot.

2. OC, PRO, and POD determine which reboot method is the best option taking into account the state of the RIC, the operational status of subrack payloads, and crew availability.  Either section B or section C (below) will be performed.  After section B or section C is complete, section D is performed to recover the rack.

JOIP NOTE: POD coordinates RIC reboot with FD. POD gets a Go from FD for unscheduled commanding.

A. Autonomous RIC Reboot

1. PRO notifies OC that an autonomous RIC reboot has occurred.

2. OC notifies POD and Users that an autonomous RIC reboot has occurred and directs CPO to disable all Users from commanding to the affected rack.

JOIP NOTE:  POD notifies FD that an autonomous RIC reboot has occurred.

3. The cadre proceeds to section D RIC Reboot Recovery

B.
Crew Initiated RIC Reboot
1.
OC coordinates reboot activity with Users.

2.
POD coordinates S/G activity with FD/PAYCOM.

3. If PRO determines that the RIC is still responsive to commanding, OC allows Users/PROs to configure their payloads as necessary.  

4. Prior to reboot event, OC directs CPO to disable all Users enabled for commanding in the affected rack.
JOIP NOTE: PRO pre-coordinates with PHALCON, THOR concerning impacts to the rack thermal flow, rack power, and FDS and AAA monitoring services.

5. 
PAYCOM requests crew to reboot the RIC.  PRO monitors telemetry to determine when 
the RIC reboot is complete.

6.
PRO statuses POD on reboot event.

7.
Upon successful reboot, PRO/Users perform recovery procedures as detailed in section D.

C. Ground-initiated RIC Reboot (PRO-commanded, Main-Aux-Main transition, or  
Rack Power Cycle)

1. OC coordinates reboot activity with Users.

2. If PRO determines that the RIC is still responsive to commanding, OC allows Users/PROs to configure their payloads as necessary. 

3. Prior to reboot event, OC directs CPO to disable all Users enabled for commanding in the affected rack.
JOIP NOTE: PRO pre-coordinates with PHALCON, THOR and ECLSS Officer  concerning impacts to the rack thermal flow, rack power, and FDS and AAA monitoring services. 

4. 
POD gives PRO a Go for executing reboot.

5.
OC directs CPO to enable PRO for commanding.

6. 
PRO executes RIC reboot.

7. 
PRO statuses POD on reboot event.

8. 
Upon successful reboot, PRO/Users perform recovery procedures as detailed in section D.

D.
RIC Reboot Recovery

JOIP NOTE: POD coordinates RIC recovery with FD. POD gets a Go from FD for unscheduled commanding.

1. POD gives PRO a “Go” for recovery commanding.

2. OC directs CPO to enable PRO for commanding. 

3. PRO reconfigures RIC following the EXPRESS Rack RIC Reboot Recovery Procedure (Ground Command Procedure Book, Vol. 2).  

4. PRO requests CPO to issue payload startup notification commands for all active payloads, as required.

5. PRO reports to OC when rack reconfiguration is completed and payload operations can resume.

6. PRO/Users/Crew perform payload recovery activities, if required.

7. PRO submits follow-up OCR and PAR per SOP 1.6 and 1.7 for the RIC reboot event.

8. OC coordinates with TCO for rescheduling of payload activities disrupted by the RIC reboot event.

SOP 2.13.2

TITLE

GUIDELINES FOR OC AS BACKUP TO PRO FOR PAYLOAD RACK AND SUBRACK PAYLOAD NOMINAL AND SAFING COMMANDING 

PURPOSE

To define the guidelines under which OC acts as command backup to PRO for nominal commanding and safing of payloads and/or racks.

PARTICIPATION

POD



PRO


OC

CPO



Users

EFFECTIVITY

Increment 2 and subsequent 

REFERENCE DOCUMENTATION

Multilateral Payload Regulations (SSP 58002), Section 3 and Section 15

NASA Payload Regulations (SSP 58313), NA11.1-9

Joint Operations Interface Procedures (JSC 28179), Volume C 

POIC Ground Command Procedures Book, Volume 2: EXPRESS/ARIS Procedures

POIC Ground Command Procedures Book, Volume 3: Payload Procedures

GENERAL

PRO provides 24-hour support for EXPRESS Rack and EXPRESS subrack payload operations per SOP 2.13. OC is backup to PRO for all EXPRESS Rack and subrack payload telemetry monitoring, nominal commanding, and safing commanding.  In PRO’s absence, OC sends commands in coordination with POD and CPO in order to provide continuation of nominal payload operations until a replacement PRO or PSE arrives on-console.

At Increment 4 (Flight UF-1), an additional PRO will be activated for realtime payload operations support.  If one of the on-duty PROs becomes unable to perform their duties after UF-1, OC is enabled for commanding by CPO at POD direction.

In the event that any command being sent by OC in the PRO’s absence results in an off-nominal or potentially unsafe scenario, OC places the rack or subrack payload being commanded into a safe configuration until a replacement PRO or PSE arrives on-console.

Prior to any commands being sent to the EXPRESS Rack or subrack payloads, coordination is required with POD.  

PLSS commands will be handed back to the appropriate MCC-H positions.

PROCEDURE

A. OC-PRO Backup Command Coordination Prior to UF-1 

1. OC receives notification, either from PRO directly or from another source, that PRO has become incapacitated and unable to perform EXPRESS Rack and subrack payload commanding and monitoring functions.

2. OC contacts POD on POD loop, briefs POD on the situation and presents status of all payloads and payload support systems. 

3. POD directs CPO to enable OC for commanding and to disable the PRO console if currently enabled.

4. If the next shift handover is more than 2 hours away, OC requests that the on-call PSE be paged to take over the PRO responsibilities.  If shift handover is imminent (within 2 hours of the time PRO becomes incapacitated), OC requests POD approval to contact the on-coming PRO for a briefing of the situation and to request the next shift PRO to report early if possible.  If the on-coming PRO is unable to report early, PSE is called in to take over PRO responsibilities.

5. In the absence of PRO support, OC monitors PRO displays and telemetry to assure safe operation of the EXPRESS Racks, subrack payloads, and PLSS until PSE or next shift PRO arrives on-console. 

6. In the event that nominal EXPRESS Rack or subrack payload commands are scheduled or required in the absence of PRO, OC calls POD on the POD loop and specifies which Rack and/or subrack payload will receive commanding.

7. OC obtains approval from POD for EXPRESS Rack or subrack payload commanding.

8. OC issues the appropriate EXPRESS Rack or subrack payload commands.

9. On the POD loop, OC announces the outcome of commanding.

10. If a situation requiring the safing of EXPRESS Rack or subrack payload hardware arises before the on-coming PSE or PRO arrives, the OC will execute all required rack and payload safing commands in coordination with the POD and payload Users as required by SOP 2.14.

JOIP NOTE:  PLSS safing commands required, if any, will be performed by MCC-H THOR and PHALCON in the absence of PRO (reference JOIP 9.6.1).

11. Upon arrival of the on-coming PRO or PSE, OC conducts a handover with the on-coming operator until the new PRO or PSE is ready to take over the incapacitated PRO’s responsibilities.  

12. Upon completion of handover, OC contacts CPO and requests that OC be disabled for commanding and for CPO to enable PRO if required per the Command Plan. 

13. The on-coming PRO or PSE informs POD on POD loop upon completion of handover with OC.

B. OC-PRO Backup Command Coordination Following UF-1 

1. OC receives notification, either from an on-duty PRO or from another source, that one of the PROs has become incapacitated and unable to perform EXPRESS Rack and subrack payload commanding and monitoring functions.

2. OC contacts POD on the POD loop and briefs POD on the situation and present status of all payloads and payload support systems. 

3. POD directs CPO to enable OC for commanding.

4. If the next shift handover is more than 2 hours away, OC requests that the on-call PSE be paged to take over the incapacitated PRO’s responsibilities.  If shift handover is imminent (within 2 hours of the time one of the PROs becomes incapacitated), OC requests POD approval to contact an on-coming PRO for a briefing on the situation and to request that they report for their shift early if possible. If the on-coming PRO is unable to report early, PSE is called in to take over PRO responsibilities.

5. OC shall assist the remaining PRO or PROs with monitoring of displays and telemetry to assure safe operation of the EXPRESS Racks, subrack payloads, and PLSS until the PSE or next shift PRO arrives on-console.  

6. In the event that nominal EXPRESS Rack or subrack payload commands are scheduled or required in the absence of one PRO, OC calls POD on the POD loop and specifies which rack and/or subrack payload will receive commanding.

7. OC obtains approval from POD for EXPRESS Rack or subrack payload commanding.

8. OC issues the appropriate EXPRESS Rack or subrack payload commands.

9. On POD loop, OC announces outcome of commanding.

10. If a situation requiring the safing of EXPRESS Rack or subrack payload hardware arises before the on-coming PSE or PRO arrives, OC executes all required rack and payload safing commands in coordination with POD and Users as required by SOP 2.14.

JOIP NOTE:  PLSS safing commands required, if any, will be performed by MCC-H THOR and PHALCON and are coordinated with the remaining PRO (reference JOIP 9.6.1).

11. Upon arrival of the on-coming PRO or PSE, OC conducts a handover with the on-coming operator until the new PRO or PSE is ready to take over the incapacitated PRO’s responsibilities.  

12. Upon completion of handover, OC contacts CPO and requests that OC be disabled for commanding and for CPO to enable the incapacitated PRO’s console per the Command Plan. 

13. The on-coming PRO or PSE informs POD on POD loop upon completion of handover with OC.

SOP 2.14

TITLE

PAYLOAD SAFING GUIDELINES

PURPOSE

To define the guidelines that will be utilized in the POIC to safe a single payload, a set of payloads within a rack, or multiple payload racks.

PARTICIPATION

POD



PRO


PAYCOM

OC




DMC


TMM

CPO



Users


TCO

LIS Rep



EFFECTIVITY

Increment 2 and subsequent 

REFERENCE DOCUMENTATION

Multilateral Payload Regulations (SSP 58002), Section 3 and Section 15

Joint Operations Interface Procedures (JSC 28179), Volume C and Volume B

GENERAL

The POIC cadre is responsible for ensuring that all NASA payloads and facilities operate within established guidelines and constraints including established flight rules, hazard controls, and resource envelopes.  Situations may arise on-orbit that compromise the integrity of these guidelines and constraints or threaten harm to the crew or damage to the vehicle.  When this type of situation occurs, the payload may have to be put into a safed configuration until the anomaly can be isolated and rectified.  The recognition of off-nominal situations may come from many different sources.  The primary source for off-nominal situation 

recognition comes from the payload Users.  The payload Users are constantly monitoring their payloads, whereas the POIC cadre personnel are concentrating on the U.S. Lab as a whole instead of monitoring individual payloads.  On-board software is another resource for off-nominal situation recognition.  Payloads may have PES tables loaded into the PL MDM that automatically safes an experiment should an off-nominal situation occur. In compliance with Multilateral Payload Regulations, all payloads shall have a safing procedure defined in the PODF.

Within the POIC, there are several positions that may recognize an off-nominal condition that requires safing a payload.  The POD has the responsibility of being cognizant of ISS system anomalies that could affect NASA payloads.  The OC directs safing commanding for all payloads in the NASA element and for NASA payloads in other ISS elements.  If there is a safety of flight issue, OC closely monitors all actions, and interrupts execution if any safety hazard control is jeopardized.  The PRO has the responsibility for monitoring EXPRESS Rack subsystems, PLSS and payload health and status, and the payload-to-PLSS interfaces.  The PAYCOM may be notified by the crew that an off-nominal situation has occurred that requires payload safing.  The OC has the responsibility of ensuring that operations are accomplished in accordance with resource envelopes, flight rules, and payload regulations.  The DMC has the responsibility of monitoring and managing the on-board C&DH and C&T PLSS systems.  Anomalies affecting the C&DH or the C&T PLSS systems could require the safing of a payload.  In addition, the CPO is responsible for the management of the command link to the ISS. The CPO has the responsibility for ensuring all files and products utilized by the PL MDM are resident on-board to support upcoming operations.  Once an off-nominal situation is recognized, science capability will be preserved on a best effort basis.  The POIC cadre will immediately concentrate its efforts on attaining a known, safe condition for all affected payloads. Command link operators not involved in these efforts will be disabled until a stable configuration is achieved.  After the payload(s) is safed, the POIC will utilize their on-call support personnel for additional analysis and troubleshooting of the anomaly. 

PROCEDURE

1.
Indication of a condition requiring payload safing may come from payload Users, cadre, flight controllers, or the crew observing telemetry or an unexpected event occurring.

2. Cadre members coordinate payload safing as described below:

a) For  EXPRESS Rack hardware/software, rack interface, or PLSS safing, PRO coordinates with OC and Users to determine the appropriate payload action, if any, that has to be taken. Go to SOP 2.19.

b) For safing that involves the on-board C&DH and/or C&T PLSS systems, DMC coordinates with OC and PRO to determine the appropriate payload action, if any, to be taken. Refer to SOP 4.12.

c) For safing that involves the PL MDM or command link, CPO coordinates with OC to determine the appropriate payload action, if any, to be taken.

JOIP NOTE:  POD coordinates with MCC-H responses to conditions requiring payload safing.

3. POD announces on the POD loop the need to perform payload safing.

4. If required, LIS Rep provides science priorities to POD. 

5. POD notifies CPO to cease all payload commanding until further notice.

6. POD then directs OC to coordinate with CPO, the appropriate POIC cadre person(s) or crew to safe the affected payload(s).   If time permits, OC directs Users to safe their individual payloads. If time does not permit, OC directs PRO to safe payload racks or CPO to activate an automated procedure to safe a payload(s).

7. Once the payload is in a safed configuration, OC announces on the POD loop that the payload has been safed. 

8. POD notifies CPO that unaffected payload commanding may resume.

9. OC submits an OCR to document the safing event. 

10. When it can be determined, POD announces when nominal operations may be resumed. 

11. If required, TCO coordinates with LIS Rep and TMM to provide updates for the payload portion of the OSTP to delete any upcoming runs of the affected payload until nominal science operations may be resumed. 

12.
After approval by POD, PAYCOM informs the crew when normal operations may resume.

SOP 2.15

TITLE

PAYLOAD SAFETY COORDINATION

PURPOSE

To define the procedure and coordination required for response to an on-orbit payload safety issue or hazardous situation.

PARTICIPATION 

POD


Users



PAYCOM



PRO


POIC Safety


OC

EFFECTIVITY

Increment 2 and subsequent 

REFERENCE DOCUMENTATION

ISS Generic Operational Flight Rules (NSTS 12820), B.1.2.1-17

GENERAL

The POD has the overall responsibility for ensuring all payload operations, regardless of location, are conducted in a safe manner.  The OC performs the day-to-day realtime payload safety coordination function.  The OC must be aware of all procedures and flight rules that control hazards associated with all payloads.  The POIC Safety is responsible for assessing OCRs that have potential impacts to crew or vehicle safety.  (OC will screen all OCRs received and send any applicable OCRs to POIC Safety, if POIC Safety was not on the original distribution.)  POIC Safety is responsible for identifying to  POD and OC, upcoming potentially hazardous payload operations.  OC is responsible for coordinating the POIC response to any realtime payload hazardous situation.  OC is responsible for maintaining cognizance of downlinked health/status, and safety telemetry associated with all payloads.  The Users are responsible for monitoring their respective payload operations and for identifying to OC any unsafe, or potentially unsafe, situations.  POIC Safety is an on-call support position that performs safety assessments and makes recommendations as requested by POD and/or OC.  POIC Safety also performs the coordination function with the safety support positions at the MCC-H and IP sites.

All payload issues that are designated SOF (e.g., OCRs that affect operational hazard controls, warning and caution fault messages, or any situation where crew and/or vehicle safety is threatened) must be identified and approved by the POD, and POIC Safety before implementing any corrective actions.

PROCEDURE 

1. Users/cadre identify all potential payload safety issues and concerns to OC.  OC assesses the situation and requests POD to call in POIC Safety to be called in to assess and make recommendations as required.

2. OC coordinates immediate POIC and User response to the hazardous situation.  All communications with the crew associated with the hazardous situation will be performed by PAYCOM.  

3. 
3.
Once the hazardous situation is stabilized and the payload/LSE is in a safe configuration, POD, OC, PRO, TCO, and POIC Safety coordinate long term actions, if any.  POIC Safety supports the off-line activities that are conducted in order to return the payload/LSE to an operational state.

4. POD directs the follow-up OCR and PARs to be written.

5. POIC Safety ensures POD remains cognizant of off-line activities through OC. 

SOP 2.16

TITLE 

COMMAND LINK MANAGEMENT 

PURPOSE

To define the procedure for enabling and disabling the command link.

PARTICIPATION

CPO


POD


Users            SYSCON

PHANTOM   
DMC         
PRO

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Multilateral Payload Regulations (SSP 58002), M9.1-6

POIC Ground Command Procedures

POCC Hazard Report POIC-01
GENERAL 

This procedure is for command link enablement/disablement for any payload commanding routed through the HOSC.  The command requester (Users, PHANTOM, DMC, or PRO) will coordinate with CPO for implementation of command requirements. After sending a command, the commander shall monitor the end-item response telemetry before sending the next command per POCC Hazard Report POIC-01.

Any updates to this SOP must be coordinated with POIC Safety to ensure compliance with POCC Hazard Report POIC-01.
GROUNDRULES

1. All command coordination shall be performed on the CPO loop. 

2. All scheduled command requesters shall monitor the CPO loop and give CPO acknowledgement of being on loop beginning approximately 5 minutes prior to AOS and 5 minutes prior to LOS.

3. Users are not allowed to send PLSS commands.

4. DMC and PHANTOM are enabled for nominal commanding per the DFP from AOS to LOS during each pass.

PROCEDURE 

A. Pre-Planned Command Operation

1. CPO conducts a pre-pass briefing on the CPO loop with all commanders to coordinate command requirements and updates.  The commanders will be given an opportunity to provide more details or prerequisites for their particular command event.

2. PRO, CPO, and Facility Users verify good Health and Status of EXPRESS Rack, facility racks, and PL MDM as appropriate.

3. CPO announces Go/No Go for commanding at the beginning of AOS.

4. CPO configures the command system for the requested command activity. 

5. CPO or Command Plan Management Tool (CPMT) enables the required commanders for commanding.

6. CPO advises the commanders of any command activity and interface limitations.

7. When command activity is complete, the commanders notifies CPO. 

8. CPO or CPMT disables the commanders for command.

B. Unplanned Operations

JOIP NOTE:  POD obtains FD approval for all unplanned or unscheduled commanding.  POD gives CPO approval for commanding.

1. Command requester submits an OCR if time allows per SOP 1.6.

2. If a command requester requires immediate command capability for science enhancement and/or contingency situations, they notify the CPO and POD.  Request for commanding outside of the OCR approval cycle, must not impact the operation of other payloads and must be approved by the POD and a follow-up OCR must be submitted.

3. Upon completion of science enhancement and/or contingency commanding, the command requester notifies CPO that the command activity is complete.  POD tells PAYCOM to notify crew of action as required.

C. Troubleshooting Command Problems

1. If command requester does not receive proper command responses or on-board hardware does not respond to the command, then the command requester notifies CPO.

2. CPO has command requester resend command. 

3. CPO and PRO report Rack and PL MDM status to OC.

4. If proper command responses are received and on-board hardware is still not responding to the command, CPO goes to SOP 2.19 and notifies POD of command problem.

5. If proper command responses are not received, CPO notifies POD and performs appropriate action in Table 2.16-I.

NOTE:  All commanding will be discontinued if it is determined to be a problem with the command system hardware or software per POCC Hazard Report POIC-01.  

6. CPO notifies POD when command link is restored.

TABLE 2.16-I  COMMAND RESPONSE TABLE

	COMMAND RESPONSE
	                                        ACTION

	No CAR 1
	Notify SYSCON to verify command link

	No CAR 2*
	Notify ODIN of command response and check command system

	No FSV 1*
	Notify ODIN of possible C&C MDM problem

	No FSV 2*
	Notify ODIN of possible PL MDM problem

	
	

	On receipt of FSV 4*
	Confirm end item with PD

	No CRR*
	Notify ODIN of possible PL MDM problem


* See JOIP

D. Orbital Interface Unit (OIU) Commanding

1.
Go to SOP 5.2.1.

SOP 2.16.1

TITLE

BACKUP COMMANDING FOR PAYLOAD USERS

PURPOSE

To define the guidelines that will be used in the POIC for backup commanding of payloads.

PARTICIPATION

POD

CPO


USERS

OC

LIS REP

PRO

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

NASA Payload Regulations (SSP 58313), N14.1-4

POIC Ground Command Procedures Book (SSP 58704-3), Volume 3

GENERAL

The POIC cadre is responsible for ensuring that all NASA payloads operate within established guidelines and constraints.  Situations may arise on the ground that result in the loss of ground system services.  When these types of situations occur, the payload may have to be commanded from the POIC.  The recognition of off-nominal situations comes from the payload Users. Prior to approval for any POIC commanding of a payload, the authority to perform payload commanding must be documented in the NASA Payload Regulation document and the step-by-step command procedure must be available in the POIC Ground Command Procedures book. 

PROCEDURE

1. User notifies CPO and LIS Rep of the commanding anomaly that affects their ability to obtain science.

2. CPO notifies POD and OC of User’s commanding anomaly.

3. User provides a summary of the requested command activities to OC.

4. User provides LIS Rep the impacts to science if these command activities are not performed.

5. LIS Rep provides overall science impacts to OC.

6. OC informs POD of the recommended action and associated science impacts.

7. POD provides direction to OC on the recommended action.

8. User submits an OCR per SOP 1.6 to request POIC commanding of the payload.  The OCR must:

a)
Identify the Ground Command Procedure(s) to be executed.

b)
Provide any data values required for the individual commands to be uplinked by the Ground Command Procedures.

c)
Provide any timing information for the execution of the Ground Command Procedures.

NOTE:  If the execution of the Ground Command Procedure is time-critical, a follow-up OCR may be submitted with the concurrence of POD.

9. After the OCR is approved by POD, OC coordinates with CPO, PRO, and User to execute the Ground Command Procedure(s).

SOP 2.17

TITLE

CRITICAL COMMAND COORDINATION 

PURPOSE 

To define the processes for coordinating and issuing critical commands from the POIC.

PARTICIPATION

CPO
PRO

SYSCON
PAYCOM
POIC Cadre

POD
Users

OC



EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Joint Operations Interface Procedures (JSC 28179), Volume C

POCC Hazard Report POIC-01 

GENERAL

Critical commands could cause hardware damage to a payload.  Critical commands can be initiated from a remote site.  CPO and POD coordinate the command enablement and interface planning.  OC ensures on-board configuration before critical commanding .  Critical command enablement will be performed by SYSCON per CPO approval.  All unscheduled critical commanding requests must be accompanied by an OCR and should reference an approved ground commanding procedure.

Any updates to this SOP must be coordinated with POIC Safety to ensure compliance with POCC Hazard Report POIC-01.

PROCEDURE

1. OC notifies POD on-board configuration.

JOIP NOTE: POD coordinates the critical commanding approval with the MCC-H FD. (See JOIP procedure 5.1.1.)

2. POD gives ‘Go’ to CPO; CPO gives Users/POIC cadre ‘Go’ for the critical command event.

3. Users/POIC cadre coordinates uplink with CPO.

4. CPO instructs SYSCON to enable the appropriate critical commands for uplink.

5. CPO verifies the critical command is enabled.

6. CPO enables the Users/POIC cadre to send the critical command.

7. Users/POIC cadre executes ground commanding procedure and announces on the CPO loop when the critical command is issued, when the command response is received,  and when the correct end-item response from on-board is received per POCC Hazard Report POIC-01.

8. CPO verifies the critical command was automatically disabled following uplink.

JOIP NOTE:  POD informs MCC-H FD when critical commanding is complete. (See JOIP procedure 5.1.1.)

SOP 2.17.1

TITLE

HAZARDOUS  COMMAND COORDINATION 

PURPOSE 

To define the procedure for coordinating and issuing hazardous commands from the POIC.

PARTICIPATION

CPO
PRO
SYSCON
PAYCOM

POD
Users
OC


EFFECTIVITY

 Increment 4 and subsequent

REFERENCE DOCUMENTATION

None POCC Hazard Report POIC-01

GENERAL

Hazardous commands are those that can remove an inhibit to a hazardous function or activate an unpowered hazardous payload system.  Hazardous commands could cause crew injury or Station damage.    Hazardous command requests must be on an OCR and should reference an approved ground commanding procedure.  POD must approve all requests for hazardous commanding and must coordinate approval with the MCC-H FD.  CPO and POD will coordinate the command enablement and interface planning.  OC coordinates status/state of on-board configuration before a hazardous command is sent.  Hazardous command enablement will be performed by the SYSCON per CPO approval.  Hazard commands will automatically be disabled once the command is issued.  AIf uplink of the command is unsuccessful, the command must be re-enabled in the database before issuing again.  If uplink of the command is unsuccessful, the command must be re-enabled in the database before issuing again.  For hazardous commanding, PRO is the primary commander, and CPO is the backup commander.  Remote sites are prohibited from issuing hazardous commands.  Hazardous commands can only be sent when the crew is available per POCC Hazard Report POIC-01.  Hazardous commands must be identified in a NASA Payload Regulation . 

Any updates to this SOP must be coordinated with POIC Safety to ensure compliance with POCC Hazard Report POIC-01.
PROCEDURE

1. Requestor submits an OCR per SOP 1.6.  The OCR identifies the ground-commanding procedure to be executed and the necessary steps (if the entire procedure is not required).

2. Requestor shall confer with POD, CPO, OC, PAYCOM, and PRO to discuss the hazardous commanding requirements.

3. OC/CPO/PRO/DMC notifies POD of on-board configuration.

JOIP NOTE:  If POD approves the OCR, POD coordinates the hazardous commanding approval with the MCC-H Flight Director.  (See JOIP 5.1.1.)

4. POD gives approval to PRO or CPO for the hazardous command event.

5. PAYCOM notifies crew of the upcoming hazardous commanding.

6. PRO coordinates the uplink with CPO.

7. CPO disables all cadre and Users not involved in the hazardous command activities.

8. CPO instructs SYSCON to enable the appropriate hazardous commands for uplink.

9. CPO verifies the command is enabled.

10. CPO enables PRO/CPO to send the hazardous command.

11. PAYCOM informs crew of the beginning of ground command procedure execution containing the hazardous command. 

12. PRO or CPO executes ground-commanding procedure and announces on the CPO loop when the hazardous command is issued and command response is received.

13. PRO or CPO monitors the telemetry after issuing the command for the appropriate end-item response from on-board per POCC Hazard Report POIC-01.

NOTE: If uplink of the command is unsuccessful, the command must be re-enabled in the database before issuing again.

14. PRO/CPO informs POD, PAYCOM, and OC of completion of the ground commanding procedure.

15. CPO verifies the hazardous command was automatically disabled following uplink.

16. PAYCOM notifies crew that the hazardous commanding is complete.

17. CPO enables Users and others who were disabled for this process per the command plan.

JOIP NOTE:  POD informs MCC-H FD when the hazardous commanding is complete. (See JOIP 5.1.1.)

SOP 2.18

TITLE
PL MDM Mass Storage Device (MSD) FILE UPLINK

PURPOSE

To manage the files on the  PL MDM MSD. 

PARTICIPATION

CPO
Users

POIC Cadre

OC

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

Timeliner Operations Manual ( POIF-OC-0010)

GENERAL

The MSD is a 300-Megabyte (MB) magnetic data storage device used for AP files, CVT table files, RIC table files, and other files needed for payload operations.  Due to limited space for storing files on the MSD, continuous management is required.  As files are uplinked, downlinked, copied, and transferred to the MSD, the need to delete files to maintain storage capabilities becomes mandatory.  The CPO is responsible for managing the MSD using the FGMT ensuring needed files are on-board.  The FGMT maintains a list of the MSD contents.  The maximum file size for uplink is 8 MB.  Files may be downlinked to the POIC for  analysis if needed.  Coordination  by the CPO with POIC cadre and User file owners will occur as needed to maintain MSD efficiency.

PROCEDURE

1. CPO uses the FGMT to manage on-board payload file requirements for the POIC cadre and Users.

2. The payload file owner will store the baselined file in PIMS 1 day before the needed on-board time to ensure that the file is picked up at the schedule generation time.  If the file is not baselined in PIMS at the scheduled generation time, the file will not be uplinked and CPO notifies the file owner via email or voice loop.

3. CPO uses the FGMT to generate and execute an Integrated Payload File Uplink Plan (File Uplink Schedule) upon receipt of an updated OSTP and/or an OCR to initiate the uplink, deletion, and replacement of files on the PL MDM MSD. 

4.  Files needed on the PL MDM MSD are uplinked no later than 2 hours before the time needed on-board. 

5. CPO supports POIC cadre and Users with file uplink issues should a problem with access to their non-privileged FGMT occur.

6. CPO coordinates with OC on the OC loop for all PL MDM MSD file uplink issues.

SOP 2.18.1

TITLE

PL MDM MSD KU-BAND FILE DOWNLINK PROCEDURE


PURPOSE

To define steps necessary to support file downlinks from the PL MDM MSD via the Ku-Band.

PARTICIPATION

CPO

Users

POIC Cadre



EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

PL MDM Operations Manual (POIF-OC-0005)

Timeliner Operations Manual (POIF-OC-0010)

File Transfer Operations Manual (POIF-OC-0009)

GENERAL

The MSD is a 300-MB magnetic data storage device used for AP files, PES configuration table files, RIC configuration table files, and other files needed for payload operations.  Due to limited space for storing files on the MSD, continuous management is required.  The CPO is responsible for managing the MSD using the FGMT.  The FGMT maintains a list of the MSD contents. The PL MDM MSD is not intended for use in nominal operations as a storage repository for science data files.  The downlink of small science data files via the MSD may be used in off-nominal situations only. Coordination by the CPO with POIC cadre and User file owners will occur as needed to maintain MSD efficiency.

PROCEDURE

1.
Payload file owners will verify that the required file information is preconfigured, via PDL input (SSP 57002, Table A-17), in the File Authorization Table that authorizes a payload file to be written to the PL MDM MSD for downlink.  If the File Authorization Table needs updating to reflect new file information, refer to SOP 2.7.

2.
User or POIC cadre file owner verifies that a filename is registered in PIMS to support the file downlink process.

3.
User or POIC cadre file owner submits an OCR to request a file downlink from the PL MDM MSD via the Ku-Band.

4.
Once the OCR is approved, the User or POIC cadre file owner submits a completed file downlink request to CPO via the Downlink Request Application.

5.
CPO receives the downlink request via the Downlink Manager Application and reviews the request.

6.
CPO coordinates with DMC to ensure that the APS, HRFM, and the PL MDM HRDL card optical port strobe rate are configured to support the Ku-band file downlink activity.  (APS and HRFM configurations are performed by DMC; PL MDM configurations are performed by CPO.)

7.
CPO configures the Downlink Manager Application for a Ku-Band file downlink and executes the downlink of the selected file from the inventory list.

8.
CPO coordinates with User and POIC cadre file owner to ensure successful completion of the file downlink.

9.
CPO notifies User or POIC cadre file owner via email or voice loops of the successful file downlink process.

SOP 2.19

TITLE
ON-BOARD ANOMALY TROUBLESHOOTING/COORDINATION FOR STATION SYSTEMS, NON-DATA PLSS, POIF-OPERATED EQUIPMENT AND PAYLOADS

PURPOSE

To define procedures for identifying, analyzing, and assessing anomalies affecting payload operations.

PARTICIPATION

POD


PRO



PAYCOM

OC



PSE



Users 




LIS Rep

POIC Safety

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

NASA Payload Regulation (SSP 58313), N3.1-1

Multilateral Payload Regulation (SSP 58002), M3.1-1 and M3.1-2

Joint Operations Interface Procedures (JSC 36366), Volume B (MCC-M/MCC-H) 

Joint Operations Interface Procedures (JSC 28179), Volume C (MCC-H/POIC)

POH, Volume 2:

SOP 1.6
Operations Change  Request Processing

SOP 1.7
Payload Anomaly Report Processing

SOP 1.18
Activation of Tiger Team and External Supporting Organizations

SOP 2.1 
PODF Manual Crew Procedure Changes

SOP 2.5 
Contingency Response

SOP 2.14
Payload Safing Guidelines

SOP 2.26 
Designated Maintenance Items (DMI)

SOP 3.4
Execute Package Inputs
GENERAL

All payload, LSE, and PLSS interface anomalies must be documented in the Payload Anomaly Log (PAL).  All ISS system anomalies will be documented in the ISS Systems Anomaly Log, and resolution will be led by MCC-H.  OC will lead all resolutions for payload anomalies and/or payload affected anomalies.  If there is a safety concern, OC will request POIC Safety evaluation.  POD will be kept abreast of all anomaly resolution activities. 

In an anomaly situation, the following steps will be taken:  (1) Inform POD of the impact and extent of the anomaly; (2) perform safing of payloads as necessary; (3) determine the cause of the anomaly; (4) formulate a recovery plan; (5) execute the recovery plan per POD approval.  Some of the steps may be skipped and/or combined depending on the nature of the anomaly.  Anomaly identification is a cooperative effort between MCC-H, POIC, PCC, and the Users.  It is also important to note that an anomaly does not necessarily mean safing of payloads is required.  Logic flow for realtime anomaly response and the investigation and recovery of an anomaly is depicted in Figure 2.19-1.

GROUNDRULES

1. If the anomaly is considered a major contingency, follow SOP 2.5, Contingency Response, instead of this procedure. A major contingency is defined as an incident or accident that threatens or causes crew injury, vehicle damage, or damage to a major payload or facility and will trigger a formal investigation.

2. Troubleshooting and recovery plans must be performed using resources that have been allocated for that equipment; either pre-allocated before the anomaly or specifically requested via OCR for the troubleshooting/recovery.

3. All anomalies will be recorded in the appropriate anomaly log per SOP 1.7.

4. If safing is required, use SOP 2.14.

5. Non-data PLSS is defined as the EPS, TCS, and the ECLSS.

6. POIF-operated hardware includes facilities such as the EXPRESS Racks, EXPRESS Pallet, Window Observation Research Facility (WORF), and Minus Eighty degrees Laboratory Freezer for International Space Station (MELFI).

NOTE:  These procedures may be limited by the anomaly itself. Also, safing is not the same as safety.  Safing is an attempt to protect hardware from permanent damage. Safety involves crew welfare.
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FIGURE 2.19-1 ANOMALY LOGIC FLOW DIAGRAM

PROCEDURE

A.
Initial Anomaly Response
1. User/Facility operator/cadre/crew/MCC-H/PCC identifies that an anomaly has occurred.

2. Cadre is notified on the POD loop that an anomaly has occurred.

3. Dependent upon nature of anomaly and crew activity, PAYCOM informs crew, via voice or crew message, of anomaly occurrence and status.  Additional status reports will be provided as necessary.

4. User/Facility operator/cadre/crew/MCC-H/PCC attempt to determine the size and nature of the anomaly.

5. If safing is required, perform SOP 2.14.

6. Responsible party prepares and submits PAR in accordance with SOP 1.7.

7. User/Facility operator/cadre/crew/MCC-H/PCC attempt to determine the full extent of the anomaly and assess impacts.  OC leads anomaly resolution and seeks POIC Safety participation for safety concerns.  The anomaly should fall into one or more of the following areas:

a)
Non-Data PLSS Systems, go to Section B.

b)
If POIC-Operated Hardware Anomaly, go to Section C.

c)
If Payload and Non-POIC-Operated Facility Anomaly, go to Section D.

d)
If International Partner Payload Anomaly, go to Section E.

B.
ISS Non-Data PLSS System Level
JOIP NOTE:  MCC-H will lead further troubleshooting of the affected ISS resources. PRO/Users assist MCC-H if possible to determine anomaly signature.  Refer to the appropriate JOIP section.

1. PRO coordinates with OC and POD on the POD loop about impacts to other payload facilities.

2. LIS Rep provides OC science priorities if needed.

3. Once ISS PLSS resources have been recovered, User/PRO coordinates with OC to formulate a payload recovery plan. 

a)
If resources are currently scheduled, User/OC gets payload recovery plan approved by the POD. 

b)
If resources are not currently scheduled, User submits an OCR per SOP 1.6 to schedule resources for the payload recovery plan.

4. When the OCR is approved, resources are scheduled, and the recovery plan has been approved, the cadre/Users support the payload recovery plan and actions as defined on the OCR. 

5. OC notifies POD of the results of the recovery effort. 

6. PAYCOM informs crew of the results of the recovery effort.

7. Upon successful recovery or declared permanent failure of the non-data PLSS, PRO inputs the resolution into the Payload Anomaly Report per SOP 1.7.

C.  POIF-Operated Hardware Anomaly
NOTE:  PSE and external supporting organizations (PEI, PSIV, CSE) will be called in as needed per SOP 1.18.

1. PRO/PSE leads further troubleshooting of hardware and submits a PAR per SOP 1.7.  If resources are not currently scheduled for the troubleshooting, PRO/PSE submits an OCR for resources.

2. Once resources for troubleshooting are scheduled, PRO/PSE analyzes data and performs troubleshooting, as needed.  PRO/PSE interacts with Users and external support organizations, as required. 

3. PRO/PSE develops payload recovery plan and submits it to POD for approval.

4. If the payload recovery plan includes an IFM, PSE places the item on the DMI list per SOP 2.26 and assists in the development of the IFM procedure per SOP 2.11.

5. After POD approval of the payload recovery plan, PRO/PSE submits an OCR per SOP 1.6 for resources necessary for recovery.

6. When the OCR is approved, the cadre implements the payload recovery plan as defined in the OCR.

7. PRO notifies POD of the results of the recovery effort.

8. PAYCOM notifies crew of the results of the recovery effort.

9. If recovery is not successful, PRO/PSE can return to troubleshooting or declare permanent failure.

10. Upon successful recovery or declared permanent failure, PRO/PSE inputs the payload recovery into the PAR.

D.  Payload and Non-POIF-Operated Facility Anomaly
1. PRO/Facility operator assists the User in troubleshooting the anomaly.  

2. LIS Rep provides OC science priorities if needed.

3. User submits PAR per SOP 1.7.

4. If additional resources are required, User/Facility operator writes an OCR to request resources for troubleshooting. 

5. The User/Facility operator and PRO determine the payload recovery plan.

6. If the payload recovery plan includes an IFM, PSE places the item on the DMI list per SOP 2.26 and assists in the development of the IFM procedure per SOP 2.11.

7. The User/Facility operator presents the anomaly resolution to the cadre on the POD loop.

8. After POD approval, the User/Facility operator writes an OCR to request resources for recovery plan.

9. After OCR approval, cadre/Users support the recovery plan and actions as defined on the OCR.

10. The User/Facility operator notifies POD of the results of the recovery effort.

11. PAYCOM notifies crew of the results of the recovery effort.

12. If recovery is not successful, User/Facility operator can return to troubleshooting or declare permanent failure.

13. Upon successful recovery or declared permanent failure, User/Facility operator inputs the resolution into the PAR.

E.
International Partner Payload Anomaly

JOIP NOTE:  IP notifies POIC OC on OC loop of IP-specific anomalies including element systems and payload anomalies.

1. OC assesses anomaly for impacts to ISS safety.  If safety issues are involved, OC requests POD to call in POIC Safety for further assessment and resolution.

2. OC logs information on PAR per SOP 1.7.

3. If the anomaly investigation lead by the IP results in an approved IFM activity, PSE places the item on the DMI list per SOP 2.26 and assists in the development of the IFM procedure per SOP 2.11.

JOIP NOTE:  IP is responsible for keeping OC informed of all developments.

4. OC keeps PAR updated until final resolution of the anomaly.

SOP 2.20


TITLE
TIME TAG BUFFER RECYCLE

PURPOSE
To identify the steps and interfaces for a General or C&T Time Tag Buffer recycle.

participation

CPO

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

GENERAL
ODIN or CATO will inform CPO that a Time Tag Buffer Recycle is being considered. CPO will check with the cadre to determine whether any Cadre Time Tag Commands are in the Buffer.  This procedure covers both Time Tag Buffers (General & C&T Buffer).  The ODIN controls the General Time Tag Buffer and the CATO controls the C&T Time Tag Buffer.

PROCEDURE

1. CPO uses the Time Tag Viewer to check if there are any Time Tag commands currently in the Buffer.

2. CPO informs the cadre of a Time Tag Recycle on the POD loop and asks the cadre to verify whether they have any commands in the General or C&T Time Tag Buffers.

3. CPO notifies the cadre on the POD loop when the General or C&T Time Tag Buffer Recycle has started.

4. Upon completion, CPO informs the cadre on the POD loop that the General or C&T Time Tag Buffer Recycle has completed.  CPO advises the cadre to re-add all outstanding Time Tag Commands into the General or C&T Time Tag Buffer.

SOP 2.22

TITLE

CPO COMMAND BACKUP PLAN

PURPOSE

To define how the CPO responsibilities will be transferred when the CPO is unable to perform his/her duties.
PARTICIPATION

CPO


PRO

SYSCON

OC

POD

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

This procedure describes the steps that occur if the on-console CPO is unable to perform his/her console responsibilities.  CPO, if capable, contacts on-call CPO and informs him/her that they are needed on-console.  If the CPO is unable to call his/her replacement, then the OC will have that responsibility.  If the backup CPO is contacted during the swing or night shift, that CPO has a 2-hour timeframe to report to duty.  If this situation occurs during the day shift, a replacement could be in earlier because of Increment 3 CPO availability.  During the absence of CPO, no new files are uplinked; the only files that will be uplinked are the ones in progress by FGMT.  The CPMT enables Users automatically according to the Command Timeline.

PROCEDURE

1. CPO announces to OC on the POD loop that he/she is unable to perform CPO responsibilities and duties.  

2. OC contacts the PRO and SYSCON on their respected loops to direct them to Table 2.22‑I, Responsibility Table, where PRO and SYSCON review their responsibilities.

3. When the replacement CPO arrives, he/she contacts POD, OC, SYSCON, and PRO on their respective loops and announces that he/she is on-console and is ready to assume CPO duties.

TABLE 2.22-I RESPONSIBILITY TABLE

	POSITION
	RESPONSIBLE
	NOT RESPONSIBLE

	PRO
	Startup & Shutdown Notification Commands
	No CPO Core Commands

	
	Start & Stop Ancillary Data Commands
	

	
	Payload Commands if Users are unable
	

	
	to send commands.
	

	SYSCON
	Enable or Disable Users if CPMT fails per the command plan or as directed by OC with POD approval.
	No Commanding Required


SOP 2.23

TITLE

FILE GROUND MANAGEMENT TOOL (FGMT) WORKAROUND PROCEDURE

PURPOSE

To define the procedure and coordination for a workaround for file uplink when the FGMT software tool fails.

participation

CPO

POD

PRO

SYSCON


EFFECTIVITY

Increment 2 and subsequent

reference documentation

None

GENERAL

This procedure is used when the FGMT software tool experiences a problem.  When the FGMT presents a failure, CPO and the cadre perform the procedural steps in order to regain the functionality of services that the FGMT software had been providing. CPO is responsible for managing the PL MDM MSD using the FGMT to ensure needed files are on-board.  The FGMT maintains a list of the MSD contents. CPO uses FGMT to manage on-board payload file requirements for the POIC cadre and Users. CPO administers the FGMT to generate and execute an Integrated Payload File Uplink Plan (File Uplink Schedule) upon receipt of an updated OSTP and/or OCR to initiate the uplink, deletion, and replacement files on the PL MDM MSD.

procedure

1. CPO notifies OC on the OC loop of a problem with FGMT.

2. CPO reports the FGMT failure to SYSCON on the HOSC Ops loop (SOP 1.10).

3. OC advises POD on the POD loop of the FGMT problem.

4. CPO attempts to bring up FGMT on a different workstation.

5. If the FGMT fails to execute on another workstation, the following steps will be performed:

a) CPO advises OC of the status of FGMT.

b) OC informs POD and announces on the POD loop that FGMT is down.

c) CPO reviews the OSTP to check for Timeliner automated procedures and payload data files needed on-board.  CPO consults with Users as necessary for the payload data files.

d) CPO requests permission from POD to command a downlink of a new Directory List File using Downlink Request and Downlink Manager.

e) CPO views the Directory List File via the MSD Directory List File Displayer Computation.

f) CPO compares the list of files needed on-board with the current on-board files from the downlinked directory list file.

g) CPO manually transfers needed files to be uplinked to the drop box via PIMS.

h) CPO manually requests uplink of files transferred using file inventory in the EHS Command Operations application.

i) CPO advises OC of the success or failure of file uplinks.

j) CPO submits a follow-up OCR for the downlink of the Directory List File.

k) CPO keeps OC apprised of FGMT status as SYSCON works failure.

l) CPO informs OC when FGMT is recovered.

m) OC informs POD and announces FGMT is up.

SOP 2.24

TITLE 

TRANSITION FROM THE PRIMARY PL MDM TO THE BACKUP PL MDM

PURPOSE 

To define the steps taken to return to nominal execution activities following a transition from the Primary PL MDM to the Backup PL MDM.  The transition may be unplanned (i.e., a primary PL MDM crash) or planned, (i.e., a transition to allow ORU replacement in the Primary PL MDM).  The transition may be a scheduled transition to swap PL MDM functionality at the start of an increment.

PARTICIPATION 

CPO

TCO

OC


PRO

POD

PHANTOM

DMC

Cadre

Users

PSE

LIS Rep
PAYCOM

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

Payload Multiplexer/Demultiplexer (PL MDM) User's Guide

Joint Operations Interface Procedures (JSC 28179), Volume C (SSCC/POIC)

NASA Payload Regulations (SSP 58313)

GENERAL 

This procedure is used when there is a need to replace the Primary PL MDM with the Backup PL MDM.  This procedure involves both realtime actions and near-realtime planning activities that must be performed in order to return to the baseline mission timeline.  For this reason, the TCO will coordinate the near-realtime replanning activities and the OC will coordinate and direct the realtime actions required following a transition to the Backup PL MDM.

NOTE:  If PL MDM recovery exceeds 90 minutes (1 orbit), see NASA Payload Regulation, N3.1-10, Impact to Payloads due to Loss of Payload Health and Status Information and Flight Rule, TBD #, Loss of Payload Health and Status.

When a transition to the Backup PL MDM occurs, the crew or MCC-H will perform procedures to return to the baseline PL MDM functions and PEP services.  During the transition, the crew will continue nominal operations on those payloads not requiring the PL MDM on a non-impact basis with payload recovery and safing operations.  

During the transition to the Backup PL MDM, the following services will be unavailable: all PEP services (health and status, ancillary data, Timeliner, etc.), PL MDM interface to the APS, PL MDM interface to the PEHG, and all file and data transfers to and from the PL MDM. 

The transfer of operations from the Primary PL MDM to the Backup PL MDM may be due to several reasons:

a)
There is a crash of the Primary PL MDM and the crew or MCC-H that performs the recovery procedures concludes that it will take longer time to reboot than to transition to the Backup PL MDM (or reboot is not a viable option for some reason).

b)
 The Backup PL MDM has been loaded with the updated PES tables, RIC configuration tables, Timeliner files, and User Application Software (UAS) for a new increment, and the Backup PL MDM will replace the Primary PL MDM at the start of new increment payload operations.  This is a planned transition.

c)
There is a need to replace one or more of the Orbital Replacement Units (ORU) in the Primary PL MDM and the Primary PL MDM has to be turned off.

PROCEDURE 

1.
Notification that a transfer of PL MDM operations from primary to backup machines may come to the POIC by several methods:

a)
Notification of transition due to Primary PL MDM crash:

(ii) 
PRO/PSE detects the crash in downlinked telemetry and notifies OC.

(iii) 
CPO detects the crash in downlinked telemetry and notifies OC.

(iv) Crew notifies the POIC via Space/Ground Loop that a crash has occurred.

JOIP NOTE:  MCC-H detects the crash and notifies the POIC.  Refer to JOIP 9.7.4.

3 Notification of a planned transition for a new increment's operations.  The Backup PL MDM will be updated to assume the role of Primary PL MDM by uplinking PES tables, RIC configuration tables, Timeliner files, and UAS files (as required):

(i) CPO completes the MSD file updates (PES tables, RIC configuration tables, Timeliner files, and UAS files as required) and notifies OC.

(ii) Notification for transition due to the maintenance/replacement of an ORU.

JOIP NOTE:  MCC-H determines the need of the replacement of the ORU in the Primary PL MDM and notifies the POIC.  Refer to JOIP 9.7.4.

JOIP NOTE: CPO coordinates with ODIN to determine the nature of the transition and an estimated GMT time when PL MDM services will be recovered.

2.
POD advises OC on the POD loop of the transition details and estimated recovery time ("Return to Nominal Ops" time).
JOIP NOTE: The transition due to PL MDM crash is considered realtime activities, while the transition due to the new increment or the replacement of an ORU is considered near-realtime activities.

3.
For a transition from the Primary PL MDM to the Backup PL MDM due to a crash, POD announces on the POD loop that "PL MDM services are not functional and all affected parties shall report on the OC loop.”  At this point two parallel activities begin, as described below:

a) Realtime Activities: The immediate, realtime recovery activities are coordinated by OC and approved by POD on the OC loop.

b) Near Realtime Replanning Activities: The near-realtime replanning activities are coordinated by TCO and approved by POD on the TCO loop.  

4.
 POD communicates with OC and TCO on the POD loop to coordinate the parallel activities (A and B below) and ensure that they are compatible.

5.
 LIS Rep conveys this information to the payload teams and prioritizes recovery actions as required.

A.
Realtime Activities

1.
LIS Rep polls payloads for upcoming activities that may be affected during the transition period.  CPO downloads current MSD directory to be used for a subsequent comparison with the Backup PL MDM.  DMC reconfigures APS and PEHG to allow communications with other PL MDM when it comes on-line.

2.
OC directs CPO to cease all scheduled POIC commanding, except for PHANTOM and DMC.  PHANTOM continues to configure video systems which are controlled by the C&C MDM and are unaffected by the loss of the PL MDM.  DMC can still control the MCOR and HRFM, which are also controlled through the C&C MDM.

JOIP NOTE:  CPO coordinates with ODIN regarding previously scheduled file uplink activities.

JOIP NOTE:  POD informs FD of the following information for CAPCOM to voice to the crew, if required.

a)
Recovery Crewmember - Perform PL MDM transition procedures as specified in the SODF and by the MCC-H. Perform payload safing and PL MDM Crash Recovery procedures as specified in the SODF/PODF PL MDM Crash Recovery Procedure and by the POIC.

b)
Operations Crewmember - Continue nominal payload operations on those payloads which do not require PL MDM services.  These operations must not interfere with PL MDM transition activities.  The SODF/PODF PL MDM Transition Procedure will contain a list of payloads that can operate without PL MDM services.

3.
PRO contacts POIC cadre and Users via the OC loop to determine any additional payload manual safing actions not specified in the SODF/PODF PL MDM Transition Procedure.  "Manual" means no PL MDM services or POIC commanding is required.

4.
POD directs PAYCOM to voice-up any additional manual safing actions and verify their completion by the crew.

5.
PRO polls via the OC loop all currently active payloads using PL MDM services to define additional payload recovery actions not included in the SODF/PODF PL MDM Transition Procedure to be taken after completion of the transition to Backup PL MDM and resumption of PL MDM services.  Definition of these additional actions should be based on the following criteria:

a)
Payloads that utilize PL MDM services which were operating at the time of the PL MDM crash and are scheduled for operations at the "Return to Nominal Ops" time, should be checked and then configured in the appropriate state for resumption of nominal operations at the "Return to Nominal Ops" time. PLSS and LSE should be configured to support nominal payload operations at the "Return to Nominal Ops" time.

b)
Payloads that utilize PL MDM services which were not operating at the time of the PL MDM crash, but are scheduled for operations at the "Return to Nominal Ops" time, should be turned on and configured for nominal operations at the "Return to Nominal Ops" time.

JOIP NOTE: ODIN notifies CPO that PL MDM services are transitioned.  Refer to JOIP 9.7.4.

6.
OC, CPO, PRO, and PSE evaluate the additional actions identified above and determine any required sequential order to be followed in their execution and log in their respective console logs the identified actions for which they will be responsible.

7.
CPO commands PL MDM to operate (LADD96IM0502K).

8.
CPO determines if any previously uplinked PL MDM changes need to be restored after transition to the Backup PL MDM.

9.
CPO sends critical command to transition PL MDM from standby to operate.

10.
OC directs CPO and PRO to coordinate the additional PL MDM and payload transition actions identified and payloads startup notification commands as needed and then report completion to OC on the OC loop. 

11.
All additional payload transition actions identified in step A.10 above are documented via "follow-up" OCRs to be submitted by the POIC cadre and Users.

12.
OC polls the POIC cadre and Users to determine if transition operations have occurred.

13.
If concurrence on transition operations is received, OC announces on the OC loop that "Transition operations are complete" and nominal POIC operations according to the execution timeline may resume.

14.
PAYCOM informs crew of “Transition complete” operations.

B.
Near-Realtime Replanning Activities

1.
POD, TCO, OC, DMC, and PHANTOM evaluate the mission timeline, the estimated PL MDM services available time, and other considerations in determining a "Return to Nominal Ops" time.

2.
POD, TCO, OC, DMC, and PHANTOM determine any near-realtime replanning actions that are required when PL MDM services become available and inform OC of these actions.

3.
TCO notifies OC of the "Return to Nominal Ops" time recommendation and any other pertinent actions to be taken.

4.
If nominal operations are not achieved by the "Return to Nominal Ops" time, OC advises POD and TCO.  TCO repeats steps B.1 and B.2 above.  OC repeats steps A.10, A.11, and A.12 of the realtime activities until a successful "Return to Nominal Ops" is achieved.

JOIP NOTE: TCO generates inputs for the MCC-H Anomaly Report.  Refer to JOIP 15.1.2.

SOP 2.25

TITLE

PES CONFIGURATION TABLE FILE UPDATE PROCESS ON THE BACKUP PL MDM

PURPOSE 

To define the procedure for performing updates to the PES configuration table files on the Backup PL MDM MSD.

PARTICIPATION

PRO
CPO

OC
POD

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

Payload Multiplexer/Demultiplexer (PL MDM) User's Guide (D683-47376-1)

Joint Operations Interface Procedures (JSC 28179), Volume C

ISS Generic Operations Flight Rules (NSTS 12820), Volume B:  B7.2-3

GENERAL  

PES Configuration Table provides data needed by the PES to perform many of its required functions.  It is anticipated that some of these tables will require realtime updates by the POIC to perform payload operations.   The objective of uplinking PES configuration files to the Backup PL MDM is to lessen the amount of time needed to make the Backup PL MDM current for operational use.

Since the Backup PL MDM is powered off during normal operations, the PES tables are not automatically updated on the Primary PL MDM. CPO is responsible for coordinating 

powering up opportunities with ODIN and performing the synchronization of the Primary PL MDM files to the backup PL MDM by updating the appropriate tables on the Backup PL MDM.  

PROCEDURE

NOTE: If file is an ASCP Controlled file, then ODIN will uplink the files (see SOP 2.7)
1.
CPO has completed PES table updates on the Primary PL MDM as described in SOP 2.7.  CPO coordinates with the POD, OC, and PRO on the CPO loop to inform them that there is a need to update the PES configuration table files in the backup PL MDM.

2.
CPO compiles a prioritized list of candidate PES configuration table files to be uplinked.  Any files not uplinked in the available time will be saved for a later uplink opportunity.

3.
OC informs POD that CPO wishes to conduct a PES Configuration Update to the Backup PL MDM.  POD gives Go/No-Go.  If the update is unscheduled and no OCR has been submitted, CPO submits a follow-up OCR.

4.
CPO instructs all commanders to stand down from commanding through the PL MDM until further notice.

5.
CPO disables all commanders except PHANTOM and DMC.

JOIP NOTE:  CPO coordinates with the ODIN per JOIP 9.7.2 to turn on the Backup PL MDM, command the Backup PL MDM to a standby state, and configure the Backup PL MDM to receive file uplinks by issuing the Switch Logical Device command per JOIP 5.2.  The Backup PL MDM will be a remote terminal on the Primary PL MDM payload 1553-B local bus.

6.
CPO uses FGMT or the drop box to schedule the uplink and request the file uplink.

JOIP NOTE:  CPO coordinates with ODIN per JOIP 5.2 to deconfigure the Backup PL MDM to receive file uplinks by re-issuing the Switch Logical command.  The Backup PL MDM is to remain on at this point.

7.
CPO re-enables all commanders per the Command Plan.

8.
CPO instructs all commanders on the CPO loop that commanding shall resume per the Command Plan with the caveat that commanding may be suspended again should file compares fail.

9.
CPO commands a downlink of a current directory listing of the Backup PL MDM MSD to ensure the file has been uplinked. CPO then downlinks the file and performs a file compare to ensure the integrity of the file.

10.
If the file compare indicates a file corruption, repeat steps 4 through 9 on the files that failed.

11.
CPO renames the files into PEP expected filenames.

12.
CPO informs POD, OC, PRO, and commanders that the PES tables on the Backup PL 
MDM are synchronized with the Primary PL MDM.

JOIP NOTE:  CPO coordinates with ODIN to power off the Backup PL MDM per JOIP 9.7.2.

13.
CPO submits a follow-up OCR if necessary for unscheduled commanding of a file downlink.

SOP 2.26

TITLE

DESIGNATED MAINTENANCE ITEMS (DMI)

PURPOSE

To define the procedure for the coordination of maintenance activities resulting from payload anomaly investigations.

PARTICIPATION

POM
User
POIC Safety


POD
LIS Rep
CSE

PSE
PAYCOM
PEI

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

ISS Generic Operational Flight Rules, NSTS-12820


B2.2.4-2 
In-Flight Maintenance (IFM)


B2.5.4-3 
Designated Maintenance Item Listing Management

JOIP (MCC-H/POIC), Volume C, Section  11- Maintenance

POH Volume 2:


SOP 1.6 
Operations Change Request Processing


SOP 1.7 
Payload Anomaly Report Processing


SOP 1.18 
Activation of Tiger Team and External Supporting Organizations


SOP 2.11 
IFM Procedure Development/Coordination


SOP 2.19 
On-Board Anomaly Troubleshooting/Coordination for Station Systems, Non-Data PLSS, POIF Operations Equipment and Payloads

Interpretations of NSTS/ISS Payload Safety Requirements, NSTS/ISS 18798B
GENERAL

The DMI list is a compilation of all the failed or degraded hardware for use in support of realtime and maintenance planning.  An ORU or hardware item is designated for repair or replacement when the item is declared failed, degraded, or the performance violates the 

specific criteria listed in the individual system discipline’s flight rules section for DMI rules.  A consolidated DMI list is maintained by the Operations Support Officer (OSO) at JSC, and a payload-specific DMI list is maintained by the PSE at the POIC.  Candidates for DMIs must complete an IFM safety hazard assessment before they can be approved as a DMI.  The process flow for IFM is illustrated in the flow chart (Figure 2.26-1) and described in this procedure. 
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FIGURE 2.26-1 IFM PROCESS FLOW CHART
PROCEDURE

1.
PSE coordinates the anomaly investigation of a PAR in accordance with SOP 1.7 and the result may be a recommendation for IFM.  Anomaly investigations may require the formation of a Tiger Team or support from External Support Organizations, such as CSE or PEI, in accordance with SOP 1.18.  

2.
User, with the assistance of PSE, verifies with POIC Safety that the candidate maintenance activity is covered by the maintenance approach described in the existing Safety Data Package for the affected hardware.  If the candidate maintenance activity is not covered in the Safety Data Package, User must perform a hazard assessment in accordance with Section 4.5 Interpretation of On-Orbit Maintenance (MA2-00-038) in the NSTS/ISS 18798B, “Interpretations of NSTS/ISS Payload Safety Requirements”.  User must submit the hazard assessment to POIC Safety.  POIC Safety coordinates with the Payload Safety Review Panel (PSRP) support personnel to obtain PSRP disposition.
3.
Once an approved hazard assessment exists for the candidate IFM, the candidate maintenance activity is submitted, by User/PSE, to POM, POD and LIS Rep for approval to proceed with IFM preparation tasks.  PSE provides any analysis or assistance required during the approval process.

4.
Once approved for development, PSE places the new DMI on the POIC DMI list with the accompanying information and e-mails the updated DMI list to RICO for posting on the Real Time Information web site per SOP 1.8.

5. PSE provides the DMI as input to the OSO DMI list via e-mail. (JOIP Section 11 – Maintenance)

6.
PSE assists User in the generation of IFM procedures by reviewing and providing comments to these procedures per SOP 2.11, if required.

7.
POD assembles a tiger team to assist User in the generation of crew training material per SOP 1.18, if required.  Depending upon when the IFM is to be performed, crew training may be performed by PAYCOM on the ground or may be performed on-board through computer based training or procedure review.

8.
When preparation for the IFM is completed, User submits an OCR to schedule the IFM per SOP 1.6.

9.
When the IFM is scheduled to be performed, PSE will be available on console to assist User and crew with technical advice during the execution of the IFM procedures.

SOP 2.27

TITLE

UPDATING AND ACCESSING HAZMAT

PURPOSE 

To define the procedure for updating and accessing the STS and ISS Hazardous Materials (HAZMAT) Databases in the POIC.

PARTICIPATION

PAYCOM
POIC Stowage

SOC


POD
OC




POIC Safety

TCO

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

JOIP, Volume C (JSC 28179)

GENERAL

POIC is responsible for assuring Stationwide payload safety during realtime operations.  HAZMAT is a tool that an approved group of POIC positions can use to obtain information about the chemical and biological materials flown in STS and ISS pressurized volumes at any given time.  Positions with approval to access HAZMAT in the POIC are as follows: POD, OC, PAYCOM, POIC Stowage, SOC, TCO, and POIC Safety.

The electronic data files for the HAZMAT databases are output products of the JSC Toxicology Office’s Toxicology Database.  HAZMAT databases are available to the crew on STS and ISS, as well as ground support personnel in MCC-H and POIC. 

In all but a few cases, immediate responses to toxic spills are dictated by labels on the hardware that indicate the toxicity level of its contents and cue cards that give standard 

responses to each toxicity level.  In the event that the crew calls down for guidance on responses to spills, or in the event that ground personnel need information for planning and reference purposes, the approved POIC cadre positions can find the following information in HAZMAT:

1. Payload hardware containing toxic sample(s)

2. Toxicity Hazard Level (as assigned by JSC Toxicology/SD4)

3. IMS (bar-code) location identifier

4. Toxic sample name

5. Toxic sample chemical/biological properties, concentration, and volume

PROCEDURE
A. HAZMAT Updates

1.
Upon completion of HazMat launch validation and uplink to crew, POIC Safety installs an STS version of HAZMAT on the Mission PC Server and removes any test or previous version.

NOTE:  Prior to installing the STS HAZMAT on the POIC mission server, verification activity between the JSC Toxicology Office and the Payload Organization has already occurred per JSC-27472. Validation activity by POIC Safety, POIC Stowage, ACOs, and JSC Toxicology has also already occurred per JOIP, SOP 12.3.

2.
POIC Safety notifies POIC cadre positions (via email) that a new STS version is available.

3.
During transfer of payloads from Shuttle to ISS, any payload with hazardous materials is not transferred as originally planned, and remains on Shuttle, SOC notifies POIC Safety.  

NOTE:  POIC Safety coordinates offline with the JSC Toxicology Office to initiate an update to the JSC Toxicology Database and ISS HAZMAT data file.  Reference JOIP, SOP 12.3.

4.
During the transfer of payloads from ISS to Shuttle, any payload with hazardous materials is not transferred as originally planned and remains on ISS, SOC notifies POIC Safety.  

NOTE:  POIC Safety will coordinate off-line with the JSC Toxicology Office to initiate an update to the JSC Toxicology Database and ISS HAZMAT data file.  Reference JOIP, SOP 12.3.

5.
Up completion fo the undocking validation and uplink to crew,POIC Safety installs the ISS version of HAZMAT on the Mission PC Servers.

NOTE:  Prior to delivery of the STS HAZMAT to the POIC, verification activity between the JSC Toxicology Office and the Payload Organization has already occurred per JSC-27472.  Validation activity by POIC Safety, POIC Stowage, ACOs, and JSC Toxicology has already occurred per JOIP, SOP 12.3.

6.
POIC Safety notifies the POIC cadre positions (via email) that an ISS version is available.

7. Repeat Steps 1 through 6 for each flight.

B.  HAZMAT Access

1. From the PC, start the STS or ISS HAZMAT application, whichever is appropriate at the time. 

2. Within the HAZMAT application, select the OPEN File function.  Select the appropriate data file (from G drive) for the version STS or ISS HAZMAT.

STS data file naming convention:  STSxxxVy.haz

ISS data file naming convention:  ISSmmddyy.haz

Where:

xxx 

= 
STS number

y 

=
version number of STS file

mmddyy
=

month/day/year of ISS file

NOTE:  ISS HAZMAT data file can only be opened within the ISS HAZMAT application, and STS HAZMAT data file can only be opened within the STS HAZMAT application.

SOP 2.28

TITLE

PAYLOAD COMMAND PLAN GENERATION

PURPOSE

To define the steps necessary to generate a payload Command Plan using the Product Generation (PG) software.

PARTICIPATION

CPO

PPSE

TCO

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

CPO Console Handbook procedure 405

GENERAL

This procedure provides the steps to generate a payload command plan using the Product Generation (PG) software. The PPSE creates daily inputs for the PG software in data sets labeled for each day of the week (for example, "Current_Monday_Inputs", etc.).  The CPO generates the daily payload command plan during the swing shift.  The CPO places a copy of the payload command plan in PIMS that can be accessed by Users.  The command plan will be available for access at 10 pm daily for the next day operations.

PROCEDURE

1.
PPSE populates the data set used as the daily input to the PG software (refer to SOP 3.6).  The time span of the daily input is based on the crew day.

2.
The swing shift CPO runs the PG software selecting all payloads, and generates the resource comparison report for two resources: "Command" (commanding requiring S-band coverage only) and "Command with Downlink" (commanding requiring both S-band and Ku-band coverage). CPO specifies Start and Stop Times for these resources that covers the next 24 hours.  Note that the "Command" resource for commanding that only requires S-band coverage is usually empty.  Note that if CPO cannot find the appropriate data in the PG software inputs, CPO contacts TCO via the TCO loop.

3.
The PG output report is then manually reformatted in an Excel spreadsheet. The output includes a GMT day title, the Sequence/Activities name (for example, a commanding activity such as EXPPCS 12 Hour Run), the Start and Stop GMT time of the commanding activity in two columns, duration of the commanding activity, and the resource condition to differentiate an S-band only or S-band and Ku-band command ("COMMAND" or "COMMAND W/DL").

4.
Upon completion, CPO announces on the POD loop that a payload command plan for the next GMT day is complete, and available in the Command Plan folder (under the Miscellaneous folder) in PIMS.

SOP 2.29

TITLE
UNSCHEDULED S-BAND FILE UPLINK PROCEDURE 

PURPOSE

To define steps necessary to support unscheduled S-Band file uplink requirements.

PARTICIPATION

CPO


POIC Cadre



Users


OC

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Payload File Transfer Operations Manual (POIF-OC-0009)

Multilateral Payload Regulations (SSP 58002), M10.1-1

Joint Operations Interface Procedures (JSC 28179), Volume C, (MCC-H/POIC), Part 2

GENERAL
The File Uplink Schedule is used by CPO to schedule and manage file uplinks to the ISS for payload operations. The schedule is generated and validated by the FGMT based on current MSD usage, On-board File List, TDRSS coverage, available command window, and baseline status of the files to be uplinked. The FGMT employs two basic modes to uplink and delete files: “Scheduled Mode” and “On Request Mode.”  “Scheduled Mode” involves analyzing the OSTP to generate the schedule that identifies files needed for planned payload operations.  “On Request Mode” involves uplinking files in response to unplanned or unscheduled on-board conditions via the OCR process.  Examples of files that may be 

uplinked via the “On Request Mode” are PES configuration table files and RIC configuration table files.  FGMT is operated and managed in a single privileged mode by the CPO.  Other POIC cadre and Users may run the FGMT in a non-privileged view-only mode.

PROCEDURE
1.  POIC cadre or User submits an OCR to request an unscheduled file uplink.

2. CPO implements the approved OCR by editing the schedule in FGMT to add the file entry for uplink.

3. CPO verifies the Integrated Payload File Uplink Plan (File Uplink Schedule) to ensure there are no resource conflicts to ready files for transfer to the MCC-H uplink queue via the HOSC drop box.  

4. POIC cadre or User views the updated schedule to confirm the requested files are scheduled to be uplinked. 

JOIP NOTE:  The CPO sends the File Uplink schedule (ASCII file stored in PIMS) to MCC-H/ODIN for their planning and managing of the file uplink interface to the ISS.  CPO coordinates with MCC-H/ODIN on all file uplink issues (JOIP, Section 5).

5.
CPO requests permission from POD to command a downlink of a new Directory List File using Downlink Request and Downlink Manager.

6.
CPO views the Directory List File via the MSD Directory List File Displayer Computation.

7.
CPO compares the list of files needed on-board with the current on-board file from the downlinked Directory List File.

8.
POIC cadre or User views the current On-board File List in FGMT to determine the requested file is on-board.
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SOP 3.1
TITLE
POIC SHORT-TERM PLANNING TEMPLATE/INFORMATION

PURPOSE
To provide a template and a matrix of JOIP and POH procedures for the POIC short-term planning process. 

EFFECTIVITY

Increment 3 and subsequent

reference documentation

JOIP (JSC 28179), Volume C (SSCC/POIC)

Execute Planning Process Definition (SSP 50474)

Joint Operations Agreement (JOA) (TBD)

GENERAL

Short-term planning process definitions and template provide the roadmap for short term planning for the POIC.  The POIC short-term planners generate the NASA segment inputs to the Short-Term Plan (STP) and the Weekly Look ahead Plan (WLP) , as well as integrate the stationwide payload inputs to the STP and the WLP. The WLP development cycle is shown in Figure 3.1-1.  Figure 3.1-2 depicts STP development cycle. The short-term planning process includes interfaces to MCC-H and the IPs.  Table 3.1-I details the sequence of POH and JOIP procedures required to perform WLP development.  Table 3.1-II shows the sequence of POH and JOIP procedures for STP development.  Table 3.1-III is a matrix of the International Execute Planning Team (IEPT) members.




[image: image6.wmf]M

C

C

-

M

b

e

g

i

n

s

W

L

P

i

n

p

u

t

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

1

7

0

0

D

M

T

)

M

C

C

-

M

s

p

e

c

i

a

l

i

s

t

s

a

p

p

r

o

v

e

f

i

n

a

l

W

L

P

P

r

e

l

i

m

W

L

P

s

y

s

t

e

m

s

/

p

a

y

l

o

a

d

s

i

n

p

u

t

s

s

e

n

t

t

o

M

C

C

-

H

1

5

0

0

G

M

T

(

1

8

:

0

0

D

M

T

)

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

1

7

0

0

D

M

T

)

M

C

C

-

M

r

e

c

e

i

v

e

s

P

r

e

l

i

m

W

L

P

_

I

2

4

0

0

G

M

T

(

0

3

0

0

D

M

T

)

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

1

7

0

0

D

M

T

)

M

C

C

-

M

r

e

c

e

i

v

e

s

f

i

n

a

l

W

L

P

a

n

d

r

e

v

i

e

w

s

w

i

t

h

s

p

e

c

i

a

l

i

s

t

s

M

C

C

-

H

b

e

g

i

n

s

i

n

i

t

i

a

l

W

L

P

s

y

s

t

e

m

s

i

n

p

u

t

I

E

P

T

C

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

0

8

0

0

C

S

T

)

M

C

C

-

H

r

e

c

e

i

v

e

s

W

L

P

_

P

g

e

n

e

r

a

t

e

s

P

r

e

l

i

m

W

L

P

_

I

s

e

n

d

s

b

a

c

k

v

i

a

D

r

o

p

B

o

x

2

4

0

0

G

M

T

(

1

8

0

0

C

S

T

)

M

C

C

-

H

r

e

c

e

i

v

e

s

i

n

p

u

t

s

1

5

0

0

G

M

T

(

0

9

:

0

0

C

S

T

)

B

e

g

i

n

s

i

n

t

e

g

r

a

t

i

o

n

M

C

C

-

H

g

e

n

e

r

a

t

e

s

W

L

P

_

S

s

e

n

d

s

v

i

a

D

r

o

p

B

o

x

t

o

P

O

I

C

1

9

0

0

G

M

T

(

1

3

0

0

C

S

T

)

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

0

8

0

0

C

S

T

)

M

C

C

-

H

g

e

n

e

r

a

t

e

s

W

L

P

_

I

F

i

n

a

l

,

s

e

n

d

s

v

i

a

D

r

o

p

B

o

x

2

4

0

0

G

M

T

(

1

8

0

0

C

S

T

)

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

0

8

0

0

C

S

T

)

P

O

I

C

b

e

g

i

n

s

W

L

P

p

a

y

l

o

a

d

i

n

p

u

t

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

0

8

0

0

C

S

T

)

P

O

I

C

g

e

n

e

r

a

t

e

s

W

L

P

_

P

i

n

p

u

t

s

s

e

n

t

t

o

M

C

C

-

H

1

9

0

0

G

M

T

(

1

3

0

0

C

S

T

)

P

O

I

C

r

e

c

e

i

v

e

s

W

L

P

_

S

2

4

0

0

G

M

T

(

1

8

0

0

C

S

T

)

b

e

g

i

n

s

i

n

t

e

g

r

a

t

i

o

n

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

0

8

0

0

C

S

T

)

I

E

P

T

c

o

n

f

e

r

e

n

c

e

1

4

0

0

G

M

T

(

0

8

0

0

C

S

T

)

N

Ğ

1

4

N

-

1

3

N

-

1

2

N

-

1

1

N

-

1

0

N

-

0

9

N

-

0

8

M

o

n

d

a

y

T

u

e

s

d

a

y

W

e

d

n

e

s

d

a

y

T

h

u

r

s

d

a

y

F

r

i

d

a

y

S

a

t

u

r

d

a

y

S

u

n

d

a

y


FIGURE 3.1-1 WLP development CYCLE
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FIGURE 3.1-2 STP DEVELOPMENT CYCLE

TABLE 3.1-I POH AND JOIP PROCEDURE SEQUENCE FOR WLP DEVELOPMENT

	
	DOCUMENT/

SOP
	N- DAY
	
STEPS
	
TITLE

	1
	POH 3.1.2
	N-14
	All
	IEPT Planning Conference Support 

	2
	JOIP A8.2.9
	N-14
	Conference
	IEPT Planning Products

	3
	JOIP A8.2.4
	N-14, 13
	1-2
	Weekly Look-Ahead Plans

	4
	POH 3.1.3
	N-13
	1-7
	Payload WLP Development Coordination (develop preliminary)

	5
	POH 3.1.2
	N-12
	All
	IEPT Planning Conference Support 

	6
	JOIP A8.2.9
	N-12
	Conference
	IEPT Planning Products

	7
	JOIP A8.2.4
	N-12
	3
	Weekly Look-Ahead Plans

	8
	POH 3.1.3
	N-11
	8
	Payload WLP Development Coordination (finalize)

	9
	JOIP A8.2.4
	N-11
	4
	Weekly Look-Ahead Plans

	10
	POH 3.1.2
	N-10
	All
	IEPT Planning Conference Support 

	11
	JOIP A8.2.9
	N-10
	Conference
	IEPT Planning Products

	12
	JOIP A8.2.4
	N-10
	5
	Weekly Look-Ahead Plans

	13
	POH 3.1.3
	N-10
	9
	Payload WLP Development Coordination (distribute)

	12
	JOIP A8.2.4
	N-9
	6
	Weekly Look-Ahead Plans


NOTES:

1.   JOIP “A” references are to the NASA to RSA JOIP.

2.   “N” refers to the Monday of the execution week being discussed.

TABLE 3.1-II  POH AND JOIP PROCEDURE SEQUENCE FOR STP DEVELOPMENT

	
	DOCUMENT/ SOP
	N- DAY
	STEPS
	TITLE

	1
	POH 3.1.2
	N-7
	All 
	IEPT Planning Conference Support 

	2
	JOIP A8.2.9
	N-7
	Conference
	IEPT Planning Products 

	3
	JOIP A8.2.5 
	N-7
	1 
	Short Term Plan (STP)

	4
	POH 3.1.4
	N-7
	All
	Payload STP Development Coordination 

	5
	JOIP A8.2.5 
	N-6
	2
	Short Term Plan (STP)

	6
	POH 3.1.4
	N-6
	All
	Payload STP Development Coordination 

	7
	POH 3.1.2
	N-5
	All 
	IEPT Planning Conference Support 

	8
	JOIP A8.2.9
	N-5
	Conference
	IEPT Planning Products 

	9
	JOIP A8.2.5 
	N-5
	3
	Short Term Plan (STP)

	10
	POH 3.1.4
	N-5
	All
	Payload STP Development Coordination 

	11
	JOIP A8.2.5 
	N-4
	4
	Short Term Plan (STP)

	12
	POH 3.1.4
	N-4
	All
	Payload STP Development Coordination 

	13
	POH 3.1.2
	N-3
	All 
	IEPT Planning Conference Support 

	14
	JOIP A8.2.9
	N-3
	Conference
	IEPT Planning Products 

	15
	JOIP A8.2.5 
	N-3
	5
	Short Term Plan (STP)

	16
	POH 3.1.4
	N-3
	All
	Payload STP Development Coordination 

	17
	JOIP A8.2.5 
	N-2, 1
	6-7
	Short Term Plan (STP)


NOTES:

1.   JOIP “A” references are to the NASA to RSA JOIP.

2.   “N” refers to the Monday of the execution week being discussed.







TABLE 3.1-III  IEPT MEMBER MATRIX

	POIC
	MCC-H
	RSA

	PPM-WLP
	LOP
	LOCT PLNR

	PPM-STP
	LRP
	

	LIS Rep
	
	

	 BANDIT  (when needed)
	
	


SOP 3.1.1

TITLE
PLANNING CHANGE REQUEST COORDINATION (OCR to PPCR) 

PURPOSE
To define the coordination of change requests (OCRs & PPCRs) during the STP cycle. 

participation

Users

PPM

BANDIT



LIS Rep
POD
 
TCO

EFFECTIVITY

Increment 3 and subsequent

reference documentation

Execute Planning Process Definition (SSP 50474)

Joint Operations Interface Procedures (MCC-M/MCC-H) (JSC36366)

GENERAL

This procedure defines the OCR submittal and coordination requirements for the short-term planning cycle. SOP 1.6 describes the generic OCR submittal and approval process.  OCRs for the Payload WLP are written against the Pre-increment OOS and are due at 1800 GMT 17 days prior to the Monday of the execution week (N-17).  OCRs for STP development are written against the Final WLP and are due at 1800 GMT 8 days prior to the day of execution (N-8).  OCRs for approved STPs are due at 2200 GMT 4 days prior to execution (N-4). 

OCRs submitted for the WLP development process are not required by MCC-H to be submitted as PPCRs.  After the WLP is complete and approved any changes (in the STP development cycle or after the STP is complete all the way up to execution) are required by MCC-H to be submitted as PPCRs.  OCRs in the STP development timeframe (Execution-E-9 thru E-6) are converted into PPCRs and submitted by the PPMs.  OCRs in the OSTP/realtime (E-5 thru E-0) timeframe are converted into PPCRs and submitted by the TCOs.

PROCEDURE

1. User submits an OCR describing planning changes for NASA payloads (see POH, SOP 1.6).  The OCR should explicitly describe any changes which affect planning, including changes to activity duration, resource requirements, procedure file name, and OSTP execution note. 

2. POD releases the OCRs for review.  

3. PPM/TCO and/or BANDIT coordinate with the originators of the OCRs.  

4. PPM/TCO coordinates with LIS Rep to identify potential science priority issues.

5. OCRs to be discussed in the IEPT Planning Conference may be approved by the POD prior to the conference but can be discussed if still under review to get an IEPT recommendation on feasibility as part of the PPMs OCR review process.  If an OCR was not approved before the IEPT Planning Conference it will be approved by the POD before PPM makes final payload inputs to either the WLP or STP.

6. If the OCR affects the STP in development (E-9 thru E-6), PPM will convert the OCR to a PPCR and submit it to MCC-H/MCC-M for approval.  OCRs for the WLP are not converted into PPCRs.

JOIP NOTE:  The IEPT performs a preliminary assessment of Change Requests that affect resources during the IEPT Planning Conference.  

(a)
IEPT Planning Conference reviews all CRs and provides recommendation for approval or disapproval for implementation.

(b)
ISS FD conducts review of PPCRs, and provides approval or disapproval.

8. 7.
Upon approval of the STP or WLP, PPM notifies POD on POD loop which OCRs could/could not be implemented. PPM also indicates this on the OCRs as implemented or not implemented. If OCRs are generated against an approved OSTP already on board (E-5 thru E-0), TCO will convert the approved OCR to a PPCR and submit it to MCC-H/MCC-M for approval.

9. TCO tracks the status of any PPCRs and notifies POD once the PPCR has been approved/disapproved.

SOP 3.1.2

TITLE
IEPT PLANNING CONFERENCE SUPPORT

PURPOSE
To define the procedures required to support the planning conferences that occur during the short-term planning cycle. 

participation

PPM
BANDIT

PEI

POD
LIS Rep

TCO

EFFECTIVITY

Increment 3 and subsequent

reference documentation

Execute Planning Process Definition (SSP 50474)

Short-Term Planning Process Definition White Paper

Joint Operations Interface Procedures (JSC 28179)

GENERAL
Three IEPT planning conferences occur each week, on Monday, Wednesday, & Friday.  This SOP defines the procedures required to support these conferences during the planning cycle.  Both WLP and STP development issues are discussed at each conference depending on the status of each.  Each of these conferences begins at 1400 GMT (0800 CST) and is performed by teleconference.  The PPM supports the conferences as the representative for the NASA payloads and as the integrator for the ISS payloads.  The BANDIT and LIS Rep also support the planning conferences as required.  Prior to each conference, the PPM gathers information about the current status of the NASA and integrated payloads. After the conference, the PPM briefs the BANDIT and informs the POD if any major issues arise.

procedure

JOIP NOTE:  Before any particular conference for an STP, MCC-H forwards comments to the WLP received via email from the crew for assessment.

A.
Perform prior to All Planning Conferences

1. PPM obtains a current status of the NASA payloads and the ISS payloads from shift reportsand the TCO.

2. PPM and BANDIT assess the OCRs for the NASA payloads and review the activities to be included in the WLP or STP under development to identify potential issues.

3. OCRs to be presented to the IEPT may be approved by the POD prior to the Planning Conference.  If they are not yet approved a preliminary discussion of the changes can occur at the IEPT to help in evaluation.

4. PPM consults with the LIS Rep (and/or LIS, IPM if necessary) to obtain changes to the science priorities based on realtime events.

5. PPM obtains programmatic or policy changes from the POD (and/or LIS, IPM if necessary) affecting the planning interval.

6. PEI informs the PPM of new payload compatibility issues, if necessary.

JOIP NOTE:  The PPM attends the IEPT conference as the representative of the NASA payloads as well as the integrated payloads representative.BANDIT, and LIS Rep may also attend if required.

B.
Perform at Conclusion of All Planning Conferences

1. PPM briefs as required the LIS Rep and BANDIT on the results of the planning conference and reviews any issues with them.

2. PPM informs the POD on POD loop concerning any major NASA payload or integrated payload issues that arose during the planning conference.

SOP 3.1.3

TITLE
PAYLOAD WEEKLY LOOK-AHEAD PLAN (WLP) DEVELOPMENT COORDINATION

PURPOSE
To define the interfaces during WLP development. 

participation

PPM
POD


User

LIS Rep
PODF Support
 
 

EFFECTIVITY

 Increment 3 and subsequent 

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C (SSCC/POIC) 

Execute Planning Process Definition (SSP 50474)

GENERAL
This SOP defines the interfaces between POIC members during WLP development activities.  Following the IEPT Planning Conference on Monday, the PPM develops a preliminary Payload WLP input using any OCRs submitted and any IEPT direction produced during the conference.  After the IEPT Planning Conference on Wednesday, the PPM finalizes the Payload WLP inputs after receiving the systems WLP from MCC-H and delivers them back to MCC-H by 1900 GMT (1300 CST) on the Thursday 11 days prior to the Monday of execution.  MCC-H sends out the Final Integrated WLP by 2400 GMT (1800 CST) on the Friday 10 days prior to the Monday of execution.

procedure

JOIP NOTE:  The IEPT meets on Monday (N-14 days) for the IEPT Planning Conference for the WLP.  Following the conference, MCC-H updates the preliminary systems WLP.

1. Using any IEPT directions and the approved OCRs, PPM updates the NASA payload portion of the WLP in CPS.

2. PPM resolves any conflicts and coordinates their resolution with the affected Users. 

3. PPM coordinates with POD, LIS Rep, and affected Users on the POD loop to resolve issues concerning resource conflicts that require science priority guidance.

4. PPM documents rationale for conflict resolution in their console logs and as comments or notes on affected OCRs.

JOIP NOTE:  13 days prior to the Monday of execution, PPM may import Partner inputs to the preliminary Payload WLP from the Partner drop boxes, if available, per JOIP.  PPM may also receive draft systems WLP from MCC-H at N-13 to use as a reference and to help MCC-H understand how the payload activities might lay out.  A draft payload WLP input in PDF form may be sent to MCC-H to help explain payload activity needs.

5. PPM integrates Partner inputs to form the integrated Payload WLP.

JOIP NOTE: The IEPT discusses the preliminary Payload and System WLPs at the IEPT Planning Conference on Wednesday.  After the conference, PPM obtains the preliminary System WLP from the MCC-H drop box 12 days prior to the Monday of execution.

6. Using any revised IEPT directions from the IEPT Planning Conference or outcomes of any assessments of OCRs, PPM finalizes the NASA Segment WLP inputs in CPS.   All activities will be both “planned” and “scheduled”.
7. PPM integrates Partner inputs to form the final integrated Payload WLP and delivers it to MCC-H at 1900 GMT (1300 CST) on Thursday (N-11 days) before the Monday of execution.  PPM also delivers JEDI calendar updates and Weekly Planning Conference inputs to MCC-H for WLP activities.

JOIP NOTE: The Payload and System WLP are integrated by MCC-H to form the Final Integrated WLP.

8.  PPM receives the Final Integrated WLP from MCC-H by 2400 GMT (1800 CST) on Friday (N-10 days) prior to the Monday of execution. 

9. PPM generates WLP report for POIC cadre, LIS, IPM, and Mission Planning Resource Tracking Manager based on final WLP and distributes via e-mail by COB on Monday (N-7).  E-mail includes PDF file of WLP, overview of payload activities in the week and payload crew time requirements.

SOP 3.1.4

TITLE
PAYLOAD SHORT TERM PLAN (STP) DEVELOPMENT COORDINATION

PURPOSE
To define the interfaces during development of the Payload STP products. 

participation

PPM
POD


Users

PPSE
PODF Support

BANDIT
LIS Rep 
TCO

EFFECTIVITY

Increment 3 and subsequent 

reference documentation

Execute Planning Process Definition (SSP 50474)

Joint Operations Interface Procedures (JSC 28179), Volume C (SSCC/POIC) and Volume B (NASA/RSA)

GENERAL
This SOP defines the interfaces during Payload STP development efforts.  Following the IEPT Planning Conference for an STP, the PPM receives a preliminary integrated STP, based on the approved WLP.  PPM performs required payload updates using any applicable OCRs and IEPT directions produced during the conference, and returns the STP to JSC prior to 2000 GMT (1400 CST).   JSC distributes a draft final integrated STP by 600 GMT (0000 CST) for FCT review.  PPM/TCO participates in a FCT walkthrough of the draft final integrated STP via OSTPV on day E-6, and distributes the final STP products upon approval.

procedure

This procedure is performed every weekday by the STP Team to generate each days individual STP.

JOIP NOTE:  The IEPT meets for the planning conference and discusses an STP.  Following the conference, MCC-H develops and distributes the preliminary integrated STP by 1700 GMT (1100 CST) 7 days prior to execution.  PPM retrieves and imports the preliminary integrated STP as soon as it is available.

1. Using the WLP, IEPT directions, and the approved OCRs, PPM updates the payload portion of the preliminary STP using CPS.

2. PPM resolves any conflicts and coordinates their resolution with the affected Users. 

3. PPM coordinates with POD, LIS Rep, and affected Users on POD loop to resolve issues concerning resource conflicts that require science priority guidance.

4. PPM documents rationale for conflict resolution in their console logs and in any affected OCRs comments or notes.

JOIP NOTE: PPM may import Partner inputs to the preliminary Payload STP from the Partner drop boxes per JOIP.  These inputs are used to update the preliminary STP, and the updated preliminary STP is provided to MCC-H by 2000 GMT (1400 CST) 7 days prior to execution. 

JOIP NOTE:  The draft final integrated STP is delivered from MCC-H to all partners by COB 7 days prior to execution.  MCC-H and POIC Flight Control Teams complete review of draft STP by 6 days prior to execution.  PPM and LRP negotiate/make any changes resulting from review, and LRP delivers final integrated STP to dropbox prior to COB 6 days prior to execution.  LRP also delivers PDF versions of STP to IEPT members via e-mail.

5. PPM/TCO participates in review of the preliminary STP in OSTPV at E-6 on the FD Loop and any changes from this walk thru are the responsibility of the PPM.  Any OSTPV specific inputs should be made at this time (ref 3.2.3 for OSTPV review process).  Changes after E-6 are handled per SOP 3.2 by the TCO.

6. PPM forwards STP report to POIC cadre via e-mail prior to COB on E-6.  E-mail includes PDF of timeline and listing of all payload crew activities to be performed and any significant system activities.

7. PPSE loads final STP (CPS timeline) into the EDR and notifies BANDITwhen loading is complete.  STP is loaded into the appropriate days EDR data group – e.g. for a Tuesday STP the Current Tuesday data group is loaded.  These same data groups are used week after week with the new data replacing the data from the previous week.

8. PPSE updates any TDRS predictions in the EDR as required and notifiesBANDIT.  This is done by receiving an updated CPS file from MCC-H with the new TDRS in it and pasting it into the STP already loaded in CPS.   This file is then re-loaded into the EDR by the PPSE.

SOP 3.2
TITLE
OSTP DEVELOPMENT AND REPLANNING

PURPOSE
To define the POIC interfaces during the development of the OSTP.

PARTICIPATION

TCO


POD

Users


LIS Rep

EFFECTIVITY

Increment 4 and subsequent

REFERENCE DOCUMENTATION

Multilateral Payload Regulations (SSP 58002)

NASA Payload Regulations (SSP 58313) 

OSTP Operations Manual (POIF-OC-0006)

Joint Operations Interface Procedures (JSC 28179), Volume C (SSCC/POIC) and Volume B (NASA/RSA)  

GENERAL

This SOP defines the interfaces within the POIC exercised during OSTP development efforts.  MCC-H generates Preliminary OSTPs at E-5 based on the Integrated STP and uplinks it to the crew.  On any given day, there will be 5 days worth of OSTP on-board for the crew.  As each new day of OSTP is generated, it is appended to what is already on board keeping a constant 5 days of OSTP for the crew.  The POIC reviews OCRsand crew comments to the Preliminary OSTP. The TCO coordinates with MCC-H about any POD approved changes needed to the OSTP. Table 3.2-I shows the OSTP Procedure Flow. 

PROCEDURE

JOIP NOTE:  MCC-H generates, approves and uplinks a preliminary OSTP to the crew for review at E-5 days.  This OSTP was generated from the final approved STP CPS timeline.

1. TCO conducts review of the preliminary OSTP in OSTPV at E-5 (see SOP 3.2.3) to assure accuracy of all payload activities per the final approved STP. 

JOIP Note: If discrepancies are found the TCO will coordinate with Ops Plan to have the OSTP corrected.

2. TCO/POIC Cadre tracks (from E-5 to E-2) any crew comments or OCRs that are generated against the preliminary OSTP.

3. TCO/POIC Cadre assesses OCRs for operational feasibility and coordinates any science priority concerns with the LIS Rep.

4. Once any OCRs have been approved the TCO will generate a PPCR (ref SOP 3.1.1) against the preliminary OSTP.  

5. TCO forwards approved and coordinated changes to the PPM/PPSE (from E-5 to E-2)  for inclusion in EDR updates.   If changes affecting commanding are not included in EDR updates, TCO will coordinate with the CPO (E-2 to E-0) in order to ensure the Command Plan is updated accordingly.

6. TCO conducts review of the final OSTP in OSTPV again at E-2 (see SOP 3.2.3) to assure all approved change requests against the preliminary OSTP have been implemented and are shown correctly.

JOIP Note: If discrepancies are found the TCO will coordinate with Ops Plan to have the OSTP corrected.

7. Once the OSTP has been finalized at E-2 no changes are allowed unless they fall within the following categories:

· Deletions from the plan.

· Adding activities due to crew request.

· Responding to failures.

· Preventing damage to hardware or risk to the crew.

· Updating (including additions) the task list.

· Updates to Execution Notes and Ops Notes

· Updates to the OSTP color shading

8. If changes are required in the E-2 to E-0 timeframe, POIC Cadre/Users coordinate POD approved changes with TCO. 

JOIP Note: TCO will coordinate changes with Ops Plan.  If the changes require a PPCR to be generated, the TCO will submit the PPCR per SOP 3.1.1.

9. If there is not enough time to update the OSTP and uplink a new file, POD will direct PAYCOM to voice the change to the crew.

10. If required, the TCO/POIC Cadre will submit a follow-up OCR detailing the changes.

TABLE 3.2-I  OSTP PROCEDURE FLOW

	
	DOCUMENT/ SOP
	E-

Day
	
STEPS
	
TITLE

	1
	JOIP A8.2.6
	E-5
	1
	OSTP/Form 24

	2
	POH 3.2
	E-5
	1-5
	OSTP Development and Replanning

	3
	POH 3.2.3
	E-5
	All
	POIC OSTP Review Process using OSTPV

	4
	JOIP A8.2.6
	E-2
	2-5
	OSTP/Form 24

	5
	POH 3.2
	E-2
	6
	OSTP Development and Replanning

	6
	POH 3.2.3
	E-2
	All
	POIC OSTP Review Process using OSTPV

	7
	JOIP A8.2.6
	E-1
	6
	OSTP/Form 24

	8
	JOIP A8.2.7.1
	E-1
	All
	OSTP/Form 24 (replanning)


SOP 3.2.1

TITLE

POIC OSTP REVIEW PROCESS USING OSTPV 

PURPOSE

To define the POIC responsibilities during an OSTP review using OSTPV.

PARTICIPATION

POD


POIC Cadre


TCO

EFFECTIVITY

Increment 4 and subsequent

REFERENCE DOCUMENTATION

Joint Operations Interface Procedures, MCC-M/MCC-H (JSC 36366)

GENERAL

MCC-H Ops Plan/Flight Director announces the release of a new or updated revision of an OSTP into OSTPV.  TCO leads the POIC cadre through a review of the OSTP and discusses results with POD.  The TCO will pass the POD approved comments back to Ops Plan.

PROCEDURE

JOIP NOTE:Ops Plan/Flight Director announces the release of a new or updated OSTP.

1. TCO and the POIC cadre access the OSTP via OSTPV for review.

2. The POIC cadre verifies the following parameters are correct:

-     OSTP reflects all activities baselined in the STP cycle in addition to any PPCRs that have been written since the end of the STP cycle.

· Task List Activities

· Duration of activities

· Crew member(s) scheduled is/are trained for the activity

· Procedure unique ID reflects Unique Name from MPV for each activity

· Execution note for each activity includes the MPV Navigation Path, procedure step numbers and any other information required for successful activity execution.

· Ops Notes reflect the information provided in the activity description field in iURC and any other information provided by a User during the review.

· OSTP matches the Flight Plan during ETOV operations

· Color scheme on OSTP for scheduled activities/sequences per the key shown below:

a) Blue Outline – Time critical, need to be performed at a specific time

b) Cyan shading – Sequence Dependent, (e.g. activity X needs to be completed by FE-1 before activity Y is performed by FE-2)

c) Grey shading – Completed

d) Purple shading – Aborted/Paused/Failed/Not Scheduled

e) Orange shading – Deferred 

f) Green shading – Active

g) Magenta text - Monitor only

h) White shading - Schedule Enabled 

3. The POIC cadre and Users providecomments to TCO.

4. TCO reports status of the OSTP review to POD including any comments received from the POIC cadre or Users. 

5. POD gives TCO the final approval for the OSTP in review.

JOIP Note: TCO reports the status of the OSTP in review with any necessary comments to Ops Plan via the OPS PLAN loop.

SOP 3.2.2
TITLE

Task List development

PURPOSE
To outline the guideline and coordination required for development of the Task List.

PARTICIPATION

TCO

PAYCOM

PPM

LIS Rep
POIC Cadre



EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Joint Operations Interface Procedures (JOIP), Volume C, Part A, Execution

GENERAL

The Task List is an onboard list of systems and payloads activities to be performed by the crew at their discretion.  These activities may be performed during the Crew Work Day or during their Off Duty Time.  Flight Director, Increment Manager, or the ISS Crew all have final input as to what goes on the task list. The Task List will consist of activities not scheduled for that day, but which can be performed if time allows or if there are deletions or delays in a day’s activities.  If the task is completed prior to the normal planning cycle the task will be removed from the plan.  Activities will not be added to the task list unless there is a procedure onboard for the crew to access. 

PROCEDURE

A. Preliminary Task List Development

1. PPM may choose to nominate certain payload activities for the Task List.  These activities nominated for the Task List are ones that either did not fit into the WLP, or are makeup, get-ahead, or non-critical items.

JOIP NOTE: PPM submits the nominated payload activities to MCC-H for incorporation into the Task List.

B. Real-Time Task List Development

1. TCO collects nominations for the Task List from PPM and other POIC cadre members for incorporation into the Task List.

JOIP NOTE: TCO submits real-time payload activity nominations to OPS PLAN for inclusion into the Task List.

JOIP NOTE: OPS PLAN updates the Task List in OSTP-V.

2. LIS Rep provides PAYCOM and TCO with the Task List priorities.

3.
PAYCOM includes the priorities in the payload inputs for the USOS Daily Summary per SOP 3.4.

JOIP Note: Once a task list activity is completed, TCO coordinates with OPS PLAN to remove the activity from future task lists and ensure future OSTPs are updated per the planning process.

4. Once a task list activity is completed, TCO coordinates with PPM to ensure future planning products are updated.

SOP 3.3

TITLE
REALTIME REPLANNING COORDINATION

PURPOSE
To define the POIC interfaces which occur during the realtime replanning process.

PARTICIPATION

TCO



LIS Rep

OC

POD



TMM


DMC

PPM



CPO


PAYCOM

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

OSTP Operations Manual (POIF-OC-0006)

Realtime Planning and Replanning Process Definition White Paper

Joint Operations Interface Procedures (JSC 28179), Volume C (SSCC/POIC) and Volume B (NASA/RSA)

GENERAL

This SOP delineates the actual interfaces exercised during realtime replanning by the POIC.  Changes to the OSTP may be required during realtime operations.  The method used to implement the changes depends on the lead time and the severity of the change.  Changes which do not affect resources are implemented using OSTPGMT.  Updates that affect resources must be checked against the availability of the resources, either using CPS or by hand.  Minor updates to the OSTP may be implemented using OSTPGMT (after checking 

resources), and these changes are sent automatically to MCC‑H from PIMS.  Extensive changes to the OSTP require an updated CPS file to be sent to MCC-H for conversion to an OSTP and uplink.  In cases where the changes were implemented using OSTPGMT only, the TCO must later update the CPS file so that changes are reflected in the EDR database.  Changes that affect OSTP and STP development are forwarded to the TMM and PPM, respectively, for implementation in those products.

PROCEDURE

1. Upon receipt of an approved OCR, voice message from crew, or notification of OSTP change due to a payload anomaly from POD, TCO updates the OSTP using either OSTPGMT (for changes not affecting resources) or CPS (for changes which impact resources) or PAYCOM voice to crew.

2. TCO coordinates with LIS Rep to resolve payload science priorities. 

3. TCO informs POD, LIS Rep, DMC, OC, and PAYCOM on POD loop that new OSTP is available for review.

4. POD approves OSTP change after review, and gives approval for file to be sent to MCC‑H.

5. If necessary, POD directs PAYCOM to voice change to crew.

JOIP NOTE:  (OSTP Editing) If the changes are implemented in OSTPGMT, the update is automatically sent to MCC-H in PIMS.  If the changes are extensive, an updated CPS file is sent to MCC-H for conversion into an OSTP and uplink.  CPO creates new master bundle for updated files, if required.  (Reference JOIP, Section 3.4, OSTP Editing Philosophy.)

6. If the change was implemented in OSTPGMT, TCO mirrors the change in the STP currently being executed using CPS.

7. TCO imports the updated CPS file into the EDR, and notifies POD on the POD loop that the EDR has been updated and that applications using the EDR must be reloaded.  TCO also notifies CPO of any commanding changes so that the Command Plan can be updated via the CPMT.

JOIP NOTE:  TCO forwards the CPS file to MCC-H  to ensure that they have the latest payload information in their database.

8. If required, TCO submits a follow-up OCR detailing the changes.

9. TCO coordinates with the TMM if the update affects the timeline beyond the real-time timeframe.  

10. If necessary, TMM and LIS Rep coordinate OCRs submittals for changes that affect future planning products development cycles.

SOP 3.3

TITLE

DATA FLOW PLAN (DFP) GENERATION - REALTIME PLANNING AND REPLANNING

PURPOSE
To define the procedure and interfaces that describe how the daily DFP is generated during the Realtime Planning (OSTP Update) period.  This daily DFP is generated from the short-term data flow analysis that was developed during the previous week.  It is the product that is used by the DMC and other ground support teams to manage the ISS data and video systems and routings during realtime execution.  This procedure also defines how realtime updates are made to the daily DFP when major changes due to OCRs or anomalous events occur.

participation

BANDIT

DMC



Users


BANDIT

TMM (M-F)

TCO (Sat-Sun)

EFFECTIVITY

Flight 5A.1

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C (SSCC/POIC)

ExPCP Process Description Document (SSP 50474), April 1999

GENERAL

The daily DFP, which contains the planned data and video system configurations for a 24-hour time period, is generated and made available to the POIC cadre and the payload community upon completion of the Realtime Planning cycle.  The daily DFP is used by the DMC and PHANTOM during realtime operations to configure the systems to transmit 

payload digital and video data to its appropriate destination.  Payload Users can use the daily DFP to determine how their data and/or video is routed through the on-board systems and to assist them in monitoring their data and video activities.

The daily DFP is generated based on the data that defines the updated STP, which is produced by the TMM.  The short-term data flow analysis that was developed during the short-term planning period is used as the baseline from which the daily DFP is generated.  Close interaction between BANDIT and TMM/TCO may be required during the OSTP Update cycle when major data and video producing activities are rescheduled from their original place in the STP.

procedure

A.
Realtime Planning

1. BANDIT copies the Data System Routing and Configuration (DSRC) software model used for the STP data flow analysis into the appropriate local directory for access.
2. BANDIT reviews the data planning guidelines and constraints.

3. BANDIT will use the short-term data flow analysis as a basis for the generation of the daily DFP during the realtime planning cycle.

4. At the conclusion of the STP development week, BANDIT will receive an updated Data Coordination Activities List (DCAL) fromBANDIT.  The DCAL is a listing of the data and video-related activities that should not be moved from their original place in the activity timeline when the realtime planning is done. 

5. If activities that appear on the DCAL must be moved, coordination takes place between BANDIT and TMM/TCO to ensure that the updated OSTP schedule does not place activities where they will over subscribe bandwidth and/or recorder resources. System requirements are coordinated with MCC-H.

6. BANDIT uses the DSRC software to develop the daily DFP contents based on the updates that have been sent to the EDR by TMM.  The daily DFP is the planned schedule of configurations and settings for realtime execution and contains any updates that result 

from OCRs, anomalous events, etc. When updates to the planned data and video system configurations and settings are complete, the data is exported to the EDR.

7. BANDIT distributes paper copies of the following day’s DFP to POD, DMC, and PHANTOM.  All cadre and the payload community can access the DFP via PG.  If the DFP function in PG is not available, BANDIT places the file into the PIMS folder “DFP” for the POIC cadre to review.  

NOTE:  In the event of a major on-board system anomaly or significant changes in TDRS coverage, it may be determined by DMC and BANDIT that an updated DFP should be produced. When new timeline and TDRS data are available in the EDR, BANDIT will use DSRC to update the daily DFP to reflect the necessary changes.  This cycle of updates is referred to as the Realtime Replanning cycle. The following steps are the procedure for DFP Realtime Replanning.

B.
Realtime Replanning

1.
BANDIT imports the new STP and/or TDRS data from EDR, if required using the DSRC software. 

2.
BANDIT coordinates with DMC, TMM/TCO, and Users as necessary during the Realtime Replanning process to ensure that the updated DFP will accurately reflect any changes that have be made to the OSTP. BANDIT and TMM/TCO coordinate data video system requirements with MCC-H.

3.
BANDIT updates the current daily DFP using the editing capabilities of the DSRC software to reflect the appropriate changes.

4.
BANDIT exports the updated data system schedule to the EDR.

5.
BANDIT announces on the POD loop that an updated DFP has been generated and can be accessed via the PG application.  If the DFP function in PG is not available, BANDIT places the file into the PIMS folder “DFP” for the POIC cadre to review.  BANDIT distributes updated paper copies of the DFP to POD, DMC, and PHANTOM.

6.
If changes made during Realtime Replanning are permanent changes, BANDIT ensures changes are incorporated into the next short-term DFP.

SOP 3.4

TITLE

EXECUTE PACKAGE INPUTS

PURPOSE

To define the procedures followed by the POIC to generate the Execute Package inputs.

PARTICIPATION 

TCO




BANDIT

OC

POD




LIS Rep

PRO

PODF
Support

PAYCOM

DMC

EFFECTIVITY 

Increment 2 and subsequent

REFERENCE DOCUMENTATION

ExPCP Process Description Document (SSP 50474), April 1999

Joint Operations Interface Procedures (JSC 28179), Volume C (MCC-H POIC), Section 3

GENERAL 

There will be a daily Execute Package during Station standalone and joint operations. Payload products and product inputs will be generated by the POIC cadre and provided to the MCC-H Ops Plan for integration and uplink. The daily Execute Plan will contain a variety of products required to support the crew and on-board operations. Product templates are available via the IOP Execute Package Button.  While most Execute Package products are generated and provided on a daily basis, other products, such as the Science Status summary, are generated on a weekly basis.

PROCEDURE

1.
Payload inputs to the Execute Package are submitted by the product originator to TCO. Product originators are responsible for coordination of product content with other control centers, where necessary, prior to product submittal. Payload inputs are provided to Ops Plan no later than crew wakeup minus 8 hours. Execute Package payload products and payload inputs include the following:

POD:



Payload inputs to Daily Ops Status

PODF Support:
Payload procedure updates summary

PAYCOM:     

Responses to payload-related crew questions and payload-

related crew advisories 

LIS Rep:


Weekly Science Status Summary

BANDIT:


VTR tape change window opportunities

2.
Execute Package payload product and payload input development

(a) Payload inputs to Daily Ops Status delivered to POD by crew wakeup minus 11 hours: 

(1)
Communications links - PAYCOM

(2)
Payload operations - OC

(3)
PLSS and EXPRESS Rack operations - PRO

(4)
ISS anomalies – OC (PRO and DMC input to OC) to be included in the Failure Impact Workaround summary

(5)
Payload Science Status (as necessary) - LIS Rep

(6)
Forward work - all cadre

(b) Payload Procedures Updates Summary: 

(1) PODF Support will generate a summary of the procedure updates for the procedures being executed during the coming day.

(2) Summary will simply be the description of the change and the technical rationale provided in the OCR that requested the procedure change.

(3) The actual procedure file will be sent to the crew but is not considered part of the Execute Package.

(c) Responses to payload-related crew questions and payload-related crew advisories: 

This product is generated by PAYCOM. See POH/SOP/2.3.C for additional guidance. 

(d) Weekly Science Status Summary: 

(1)
Investigation issues/concerns/clarifications from the PI/PD teams

(2) 
Planned versus accomplished science status

(3)
Science Look Ahead Summary

(e) VTR tape change window opportunities:  


VTR tape change window opportunities are read from the updated DFP for the day, 
and the information is input as part of the execute package.

3. Each position submits their respective inputs to the Execute Package\GMT_DDD folder on the MPS network G: drive no later than crew wakeup minus 11 hours.  All inputs should conform to the following naming convention:

EP_XXXXX_DDD.ext

EP = Execute Package

XXXXX = position name (ex. TCO, OC, POD, PAYCOM, etc.)

DDD = GMT day of year (ex. 001, 002, etc.)

4. TCO tracks submittal of POIC products and notifies applicable POIC cadre member when an expected product is not submitted.

5. At crew wakeup minus 10 hours, TCO notifies POD that all products are in the PIMS Miscellaneous/Execute Package subfolder and are ready for an integrated POIC cadre review.

6. POD conducts an integrated POIC cadre review on POIC Conference loop, approves the products, and notifies TCO that the package is ready for transfer.  If revisions need to be made to products that have been submitted, the originator makes the necessary changes to the appropriate products and submits them again to TCO per step 3.

7. TCO moves all approved payload inputs to the execute package to the OCA subdirectory in the HOSC drop box structure.

JOIP NOTE: TCO notifies Ops Plan on the Ops Plan loop when all expected POIC products are available in the HOSC drop box (refer to JOIP, Volume C, 3.3.4).

SOP 3.5
TITLE
OCA FILE AND IMAGE UPLINK/DOWNLINK, AND FILE DISTRIBUTION

PURPOSE
To outline the process used to uplink and downlink files and ESC (Electronic Still Camera) Images from ISS and STS, and the distribution of those files to appropriate users.

PARTICIPATION

TCO

PHANTOM        POIC Cadre   

SOC

Users

EFFECTIVITY

Increment 4 and subsequent

REFERENCE DOCUMENTATION

Joint Operations Interface Procedures (JSC 28179), Volume C (SSCC/POIC) 

Using the Huntsville Operations Support Center (HOSC) Payload Information Management System (PIMS) Software (HOSC-EHS-1136)

GENERAL

This SOP will describe the process of uplinking and downlinking files and ESC Images via OCA from ISS and STS, and the distribution of the files. TCO collects file(s) from POIC Cadre and Users then forwards to MCC-H for uplink. TCO (with SOC assistance if required) will coordinate file downlink information including filename, type, size and location with the Users.  Once notified by TCO (ISS) or SOC (STS), the MCC-H OCA operator downlinks the files and places them in the MCC-H dropbox or emails the file(s) to  TCO/SOC (if size and technical contents permit)
.  After the files are retrieved, they will be distributed by TCO to the User. OCR requested, OCA downlinked ESC images are stored in the STIC  (Science and Technology Information Collection) for retrieval and distribution by the PHANTOM. 

PROCEDURE:
A. ISS OCA File Uplink

1. POIC Cadre or Users provide TCO with the file(s) and onboard destination(s) via e-mail if size and technical contents permit or via PIMS (Miscellaneous/OCA/Uplink). 

2. TCO notifies POD that the file(s) for uplink are ready for review via POD loop.

3. POD conducts the review of the file(s) and approves them for transfer.

4. After POD approval, TCO forwards the file(s) to ISS OCA via the Ops Plan inbox if size limitations are sufficient or through the HOSC Dropbox if the file(s) are sufficiently large.

JOIP Note:  ISS OCA operator uplinks the file(s) and informs TCO at the completion of the uplink.

5.
TCO notifies POD and appropriate POIC Cadre member or User(s) of the successful uplink.

B.  ISS OCA File Downlink

1. POIC Cadre or Users provide TCO with the filename, file type, size, and location of each file to be downlinked via OCA.

JOIP Note:  TCO informs ISS OCA of filename(s), size(s), and location(s) on the onboard LAN to be downlinked from ISS.

JOIP Note:  ISS OCA downlinks file(s), informs Ops Plan, and places file into the MCC-H dropbox or sends them via email if size limitations are met and the contents of the file permit exchange via email.  ISS OCA informs TCO the location of file(s) in the dropbox or that the file(s) have been sent via email.

2. TCO retrieves the files from the MCC-H dropbox. If the files were sent via email, TCO retrieves them via the TCO inbox.

3. TCO places the file(s) into PIMS (Documents/Miscellaneous/OCA/File Downlinks) for distribution.  If proprietary information is included in the file(s), upon POD approval, TCO will e-mail the file(s) to the appropriate User.

4. TCO notifies POD and appropriate POIC Cadre or User that the requested files are available in PIMS or have been sent via email.

JOIP Note: Once User has verified receipt of the file(s) the TCO will inform the OPS PLAN that the file(s) can be deleted from the MCC-H drop box.

C.  STS OCA File Downlink

1. POIC Cadre or Users provide the TCO with the filename, file type, size, and location of each file to be downlinked via OCA.

2. TCO forwards this information to SOC.

JOIP Note:  SOC informs ACO, who in turn informs STS OCA, of filename(s), size(s), and location(s) on the STS network to be downlinked from the orbiter.  STS OCA downlinks file(s) and places file into the MCC-H dropbox or sends them via email if size limitations are met and the contents of the file permit exchange via email.  STS OCA, through ACO, informs SOC the location of file(s) in the dropbox or that the file(s) have been sent via email.

3. TCO retrieves the files from the MCC-H dropbox. If the files were sent via email, TCO retrieves them via the TCO inbox (if the files are emailed to SOC, the SOC will forward them to TCO).

4. TCO places the file(s) into PIMS (Documents/Miscellaneous/OCA/File Downlinks) for distribution.  If proprietary information is included in the file(s), upon POD approval, TCO will e-mail the file(s) to the appropriate User.

5. TCO notifies POD, SOC, and appropriate POIC Cadre or User that the requested files are available in PIMS or have been sent via email.

JOIP Note: Once User has verified receipt of the file(s) SOC will inform ACO that the file(s) can be deleted from the MCC-H drop box.

D.
ISS and STS ESC IMAGE File Downlink


Note: 
ESC images are downlinked periodically by ISS OCA. The images will be 


processed using a normal image archive process (STIC) and will eventually be put into 
DIMS. Also, images requested in PDL will be sentto the requestor post-flight.


The procedure below documents the processing of images different than the standard 
process.

1. If a POIC cadre member or User desires ESC images, these requirements must be documented either in planning requirements (iURC) or submitted in an OCR. If an OCR, the submitter may also specify the method by which they want to receive the images. If the image requirements are documented in iURC, an OCR is required to process the images in a manner other than the method described in the “Note” above.

2. If the images are required in near-realtime, the POIC Cadre member or User identifies to TCO what images need to be downlinked via OCA.

JOIP Note: TCO notifies ISS OCA of the images to be downlinked, if required.  ISS OCA downlinks the requested images and  follows the nominal image archive process (STIC).  In addition, if the images are needed sooner than can be accommodated by the normal process (STIC), POD receives approval from ISS FD for the images to be directly sent to TCO. These images are also transmitted the nominal STIC process.

3. Once the images are downlinked and placed in the STIC, PHANTOM will access the images and place them in the Miscellaneous/OCA/Downlink folder of PIMS.

4.
PHANTOM then notifies appropriate POIC Cadre member or User that the OCR requested images are available in PIMS. 
SOP 3.6

TITLE
PPS HOSC DATA SET UPDATES

PURPOSE
To define the steps used to perform an update of the PPS HOSC Data Set.

participation

SYSCON

CPO

TCO






EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C and Volume B

GENERAL

This SOP defines the procedures used to update the PPS HOSC Data Set.  Anytime TDRS predictions or activities with associated data files are updated/modified, the HOSC Data Set has to be updated so that the EHS components that read data out of the EDR are reading the new data.  System Monitor and Control (SMAC) reads the TDRS data for all the other EHS components that need it and CPMT and FGMT read command condition names and data file names themselves from the EDR.  The HOSC Data Set is the set of pointers to assure that these tools are reading the current data from the EDR.

PROCEDURE

A.  TDRS Updates

1. Every time updated TDRS predictions are received from the Ops Planners at JSC that need to be used for realtime displays and/or tools in the HOSC, TCO runs the HOSC Data Set Tool to update the HOSC Data Set to point to the new data in the EDR.

2. TCO notifies CPO and SYSCON on the HOSC Ops loop, that the HOSC Data Set has been updated and that SMAC needs to read in updated TDRS predictions.

3. SYSCON resets SMAC to reload the current TDRS predictions and update any EHS tools that need the data.

B.
Command Condition Name or Activity Data File Name Updates

1. Every time command conditions names are changed, TCO/ PPM run the HOSC Data Set Tool to update the HOSC Data Set to point to the new data in the EDR for CPMT.

NOTE:  This should not happen nominally.  These names should be defined pre-increment.

2. When data file names that need to be on-board for a particular activity are changed, or are new, CPS must be updated to reflect the changes and TCO/ PPM must run the HOSC Data Set Tool to update the HOSC Data Set to point to the new data in the EDR for FGMT.

3. TCO/ PPM notifies CPO, on the CPO loop, that the HOSC Data Set has been updated and that CPMT and/or FGMT needs to read in an updated data.

4. CPO resets CPMT and/or FGMT to reload the new data.

SOP 3.7

TITLE

PPS SYSTEM LOSS WORKAROUND PROCEDURE

PURPOSE
To define the steps taken to deal with a loss of one or all of the components of PPS to include CPS, CEIT, EDR, and PG.

participation

POD
TCO
PPM

POIC cadre
Users
LIS Rep

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures, Volume C (JSC 28179), Part 1

Multilateral Payload Regulations (SSP 58002), M9.2-1

PPS to Enhanced HOSC System ICD (ICD-3-60007B) Rev B, 12 Jul 2000

POIC Capability Document (PCD) (SSP 50304)

GENERAL
This procedure is used when one or more components of PPS are lost during ISS flight operations.  Workaround procedures will be used until the PPS component(s) are returned to nominal operation.

If a PPS component anomaly occurs, IST and/or cadre members perform procedures to recover the software capability that has been lost. 

The following functions may be lost when the PPS or a subsystem goes down:

(a) Ability to update timeline activities (CPS).

(b) Ability to generate new timelines or necessary operational files/reports (CPS, PG [reports only]).

(c) File and data transfer to and from the International Partners, MCC-H via PIMS (CPS).

(d) Ability to generate a Data Flow Plan and Data System Schedule (EDR).

(e) Ability to view supporting data for the timeline (CEIT, EDR, PG).

The POD must determine if transfer of payload planning operations to MCC-H is necessary.  A major system failure may take up to 24 hours to restore.

PROCEDURE

Steps A and B  list the procedure for total or partial component loss (es) of the PPS system.

1. If a cadre member determines a loss of PPS functions, the cadre member notifies POD on the POD loop of the loss.

2. POD announces on the POD loop:  “PPS services are not functional and all affected parties shall report on the PPM loop (TCO loop if PPM is unavailable) for a recovery conference.”  


NOTE: OC console does not have PPM loop
3. LIS Rep announces this information on the LIS loop and/or forwards emails summarizing the situation to the to the payload developer (PD) teams. When appropriate, the topic will be discussed at the Daily Science Tag and issues/priority decisions are made as required.

A.
Total Loss of the PPS System

JOIP NOTE: POD notifies ISS FCT on FD loop of total PPS system loss. 

1. PPM (TCO on TCO loop if PPM is not available) recommends workaround plan to POD on POD loop.  

2.
The cadre uses available paper products to continue payload planning.

JOIP NOTE: Requests for additional schedule information can be directed to the IPs or MCC-H cadre.  IPs and/or MCC-H cadre members provide information via email, fax, dropbox, or ftp operations to maintain maximum planning capability.

3.
When the system is returned to service, the POIC planning team members test the system 
capabilities and report any anomalies to POD via POD loop.

JOIP NOTE: When POD is notified that the system is fully capable, POD notifies ISS FD on FD loop.

B.  Partial Component Losses  of the PPS

NOTE:

Partial component losses include: PG, CEIT, CPS, and EDR of the PPS. The 



procedures for the loss of one or more of these components is the same except as 


noted in the JOIP NOTE(s).

JOIP NOTE: In the event of a CPS anomaly, POD notifies ISS FD on FD loop of the CPS component loss and its subsequent restoration.

1. PPM (TCO on TCO loop if PPM is not available) recommends workaround plan to POD on POD loop.  

2. The cadre use available paper products to continue payload planning.

JOIP NOTE: Requests for additional schedule information can be directed to the IPs or MCC-H cadre.  IPs and/or MCC-H cadre members provide information via email, fax, dropbox or ftp operations to maintain maximum planning capability.

3. When the system is returned to service, the POIC cadre will test the system capabilitiesand report system restoration status and/or continued anomalies to POD via PODloop.

TABLE OF CONTENTS

SECTION
PAGE
4.0
DATA MANAGEMENT
      4-i

4.1
Data Systems Control/Coordination
   4.1-1

4.2
Near Realtime Video Tape Dub Request
   4.2-1

4.3
Medium Rate Communications Outage Recorder (MCOR) Operations
   4.3-1

4.4
White Sands Complex (WSC) Line-Outage Recorder (LOR) 


Tape Hold


4.4-1

4.5
Permanently Missing Interval (PMI) Tracking

4.5-1

4.6
Control and Coordination of Downlink Video

4.6-1

4.6.1
EXPRESS Rack Video Routing Coordination

4.6.1-1

4.6.2
ISS Video System Anomaly

4.6.2-1

4.8
Ground Systems Status Monitoring

4.8-1

4.9
POIC PDSS LOR Playback

4.9-1

4.10
Ground Ancillary Data GSE Packet Startup

4.10-1

4.11
PDSS Routing Reconfiguration

4.11-1

4.12
C&DH and C&T Systems Anomaly

4.12-1

4.13
Data System Status Report

4.13-1

4.14
Contingency Voice Cassette Tape Request

4.14-1

4.15
Failure of Automated Payload Switch (APS)

4.15-1

4.16
PEHG Failure

4.16-1

4.17
DMC and PHANTOM Backup Contingency

4.17-1

SOP 4.1

TITLE

DATA SYSTEMS CONTROL/COORDINATION

PURPOSE

To define procedures to be used by the POIC cadre for operation of those portions of the ISS Command and Data Handling System (C&DH) and the Communications and Tracking System (C&T) which support payload data transfer operations.

PARTICIPATION

MC




CPO


PRO

PHANTOM


PAYCOM

BANDIT

Marshall Data


TMM

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Multilateral Payload Regulations (SSP 58002), Section 6

NASA Payload Regulations (SSP 58313), Section 6

GENERAL

Operation of the data portion of the PLSS is performed by the POIC cadre whenever payloads are operating.  This activity involves coordination both internal to the POIC and externally with MCC-H and the User community.  The on-board data system configuration will be dictated by the contents of the daily DFP, which is based on the OSTP. Modifications to the OSTP will be handled by processing of OCRs.  If approved, the OSTP and DFP will be 

modified to accommodate the changes.  Minor changes to the DFP will be coordinated with the POIC cadre via the Pre-Pass Briefing. Modifications of the DFP are made by the BANDIT.  

The DMC will provide the Pre-Pass Briefing.  The Pre-Pass Briefing will summarize any modifications to the currently planned operations due to changes in communications coverage and/or approved OCRs.

This activity involves operation of the following data PLSS components with respect to the on-board data system:  the PL MDM (for Low Rate Telemetry), the Automated Payload Switches (APS), Payload Ethernet Hubs/Gateways (PEHG), High Rate Frame Mux (HRFM) and the Communications Outage Recorder (COR).  The DMC and PHANTOM will utilize the DFP for configuring these components to support the payload operations as defined by the STP.

The primary position for operating the data system portion of the PLSS is the DMC.

PROCEDURE

1. DMC requests POD approval to conduct data PLSS commanding per DFP plan.

JOIP NOTE:  POD requests FD approval for data PLSS commanding.

2. Prior to distributing commands to the data systems portion of the PLSS, DMC may verify POIC command authorization with CPO.

3. DMC configures the on-board data systems portion of the PLSS based on the timeline as defined within the DFP.  While the DFP dictates what needs to be configured, it is DMC’s responsibility to configure the data system in the proper sequence.

4. Changes to the DFP are coordinated with DMC, TMM, PAYCOM, BANDIT, PHANTOM, and Marshall Data.

5. The operator(s) of the data source(s) configure their data source(s) to begin transmission of data on-board based on the timeline in the DFP and/or realtime updates.  Operators of the data sources may also coordinate with DMC to verify proper configuration of the on‑board and ground data systems to support their operations should anomalies be encountered as defined by SOP 4.12 C&DH and C&T Systems Anomaly.  For Subrack 

payloads, PRO is contacted by the data source with the problem.  If PRO determines the problem is external to the rack, PRO contacts DMC.

6. DMC provides a verbal pre-pass briefing to the POIC cadre and payload operators for minor changes to the DFP on an as-required basis.  

JOIP NOTE:  DMC provides the pre-pass briefing to the PHANTOM, CPO, Marshall Data, CATO, ODIN, Houston Command, and Houston DFE over the Ku Coord Voice Loop.

7. DMC monitors the status of the On-board Data System configuration for detection of problems with on-board data systems, and monitors the POD voice loop to keep abreast of internal POIC status.  

JOIP NOTE:  DMC monitors the CATO and ODIN voice loops for any relevant information concerning the on-board data systems status from MCC-H.

SOP 4.2

TITLE

NEAR REALTIME VIDEO TAPE DUB REQUEST

PURPOSE

To define the procedure for obtaining a dub of downlink video recorded at JSC for retrieval prior to post mission delivery. 

PARTICIPATION

Users

PHANTOM

EFFECTIVITY

Increment 3 and subsequent

REFERENCE DOCUMENTATION

None

GENERAL

When a Users fails to record their video during the realtime downlink, they sometimes cannot wait for post mission delivery. They need to evaluate the video before they can proceed with their operations.

With the reduction in video lines from JSC, Users will have to submit a request for tape dubs of their video through the PHANTOM.

PROCEDURE

1.
User notifies PHANTOM that he requires a dub of his video downlink.

2.
PHANTOM e-mails the dub request form (Figure 4.2-1) to User who completes the form and sends it back to PHANTOM.  The form is also on the RICO Realtime Information web page.

3.
PHANTOM confirms the time of downlink video with the Video Downlink Log, gives the request a work order number and e-mails to Johnson TV in Houston.  The video will be copied and mailed directly to User.

1. Once the request is filled, User notifies PHANTOM they have received their tape dub.

2. PHANTOM logs the request as completed.

	Work Order # 0000 (Internal use only) 

	REQUESTED INFORMATION:

	I have a request from  _______  for a video tape copy of the following activity:

	Date of Request:

	
Requestor:

	
Experiment:          

	
Address of Requestor:

	


Name:

	


Street:

	  


City, State, Zip:

	
Email Address:

	
Phone:
(      )

	Voice Loops to Use/Monitor: (e.g., POD & LIS, etc.)

	Tape Format:

	Video Activity Requested:

	Realtime
( 
or
VTR Dump 
( 

(Check the appropriate box)

	Start and Stop Times:
START GMT




to
STOP GMT

	Justification:



	Required Video Tape Delivery Date:  Check the Appropriate Box. 

	
ASAP-delivered within 3 days (

	
Week- delivered within 7 days (

	
Post Flight (

	Mailing Address: ( Check Box if same as above otherwise enter information below:

	
Name

	
Street

	
City, State, Zip

	After you receive your Dub, please email the PHANTOM to let us know that this work order is complete.  PHANTOM@mps.hosc.msfc.nasa.gov


FIGURE
4.2-1
NEAR REALTIME VIDEO TAPE DUB REQUEST FORM

SOP 4.3

TITLE

MEDIUM RATE COMMUNICATIONS OUTAGE RECORDER (MCOR) OPERATIONS

PURPOSE

To define the operational procedures needed for POIC cognizance of MCOR operations.

PARTICIPATION

POIC Cadre

Users

Marshall Data

DMC

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

This procedure covers the operational actions needed to keep payload Users notified of MCOR operations that affect end-users. This procedure identifies actions taken by DMC to play back and unprotect MCOR data.  Normal operations will record three (3) revs of LOS data and then perform an MCOR playback.  These record operations are identified in the DFP which can be accessed via PG. MCOR data will be preserved on-board for a minimum of three revs and not more than six revs. (See Figure 4.3-1, MCOR Operations Diagram).

NOTE: The MCOR is expected to reboot several times per day due to Single-Event Upsets (SEU).  There are no preventive measures that can be taken for this problem. Since this problem can occur at any time, there is a possibility that the reboot could occur during an LOS period. This would result in a loss of data. These segments of lost data (PMIs) will be listed in PIMS.
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FIGURE 4.3-1 MCOR OPERATIONS DIAGRAM

PROCEDURE

A.
Nominal Operations (MCOR Unprotect and Playback: (See Figure 4.3-1, MCOR Operations.)

1. DMC uplinks Unprotect command for the previous playback data segment, if needed.

2. DMC reports on the DMC loop, “MCOR Playback at [GMT],” nominally, announced 5 minutes before playback.

3. DMC announces playback with a countdown and MARK to begin playback.

4. Marshall Data reports receipt of MCOR playback APID on the DMC loop.

5. End-users should report any problems with the playback on the DMC loop.

6. DMC reports Playback Complete.

7. If an end-user misses the MCOR playback, the end-user should immediately contact DMC and inform them of the failed playback capture.

8. The end-user should submit an OCR requesting an additional playback of the previous playback. 

B.
MCOR Watchdog Timeout Procedure

The MCOR will occasionally lose communication capability with the Command and Control (C&C) MDM. This communication is monitored via a Heartbeat counter on the MCOR. If the Heartbeat counter fails to communicate with the C&C MDM for 2 minutes, the MCOR will automatically reboot. These reboots are mainly caused by SEUs to the MCOR CPU. The probability of the event occurring is approximately once per day. During the reboot, there is the possibility of loss of data if the reboot occurs during an LOS period. The MCOR reboot will take approximately 18 minutes.

1. DMC or Communications and Tracking Officer (CATO) observes the MCOR Heartbeat counter has stopped incrementing, or the MCOR has unexpectedly gone to standby and the MCOR telemetry is stale.

2. DMC notifies POD of the MCOR problem.

JOIP NOTE:  DMC notifies CATO of the MCOR status.

3. If possible, DMC or CATO attempts to reestablish communications with the MCOR by sending a command.  DMC and CATO jointly troubleshoot the problem.

4. If the MCOR is in a reboot state, DMC reports on the POD loop the MCOR status and approximate recovery time along with any Permanently Missing Intervals (PMI) that may occur during the reboot.

5. If the reboot occurs during the record mode, DMC informs POD that current recording requirements are being lost; data already recorded on the MCOR will not be lost during this event.

6. If the reboot occurs during a playback, DMC reschedules the playback and announces the playback time on the POD loop and DMC loop. 

7. All PMIs will be tracked via the PMI Tracking Log. (See SOP 4.5.)

8. Once the MCOR is recovered, DMC informs POD and LIS Rep of any payload impacts caused by the reboot.

9. If the MCOR cannot be recovered, the MCOR is turned over to JSC for troubleshooting. While the MCOR is off-line, the payloads will have no LOS recording capability.

C. Unscheduled or Delayed MCOR Playbacks

1. DMC can reschedule MCOR playbacks because of network, facilities problems, or to avoid partial playbacks.

2. If DMC reschedules an MCOR playback, DMC announces on the DMC loop and Ku-Coord the playback change.  These changes could include additional playbacks or delaying the scheduled playback.

3. If a User requests an unscheduled playback, User submits the request via an OCR indicating the GMT of the playback and justification. 

SOP   4.4

TITLE

WHITE SANDS COMPLEX (WSC) LINE-OUTAGE RECORDER (LOR) TAPE HOLD 

PURPOSE

To define the operational procedure for WSC tape holds.

PARTICIPATION

DMC



User
Marshall Data

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

TDRSS Network Operations Support Plan (TNOSP) for ISS (450-602/ISS - procedure 2.5.1)

GENERAL

This procedure covers the operational actions needed to implement an LOR tapehold at the WSC. There will be periods of time when the POIC loses the telemetry streams.  The POIC cadre will identify these periods of data loss to the DMC. The DMC will verify that the data does not exist in NRT or on the on-board COR. PDSS does not maintain any data once the data is over-written in NRT. Once the DMC has verified the data does not exist on-board or at the POIC/PDSS and is available at the WSC, the DMC will coordinate with the IST to play back the data from the WSC.  The tape hold/playback request must be submitted within 24 hours of the completion of the realtime data take.

PROCEDURE

1. Cadre/User verify the missing data is not available via the EHS NRT.

2. Cadre/User notifies DMC on the DMC loop that they have a missing interval of data and provides DMC with missing segment start and stop time(s) in GMT of the requested data.

3. DMC checks the on-board COR and verifies that the data is available on-board or has been dumped to the ground. 

4. If the data is on-board and has not been played back, DMC notifies the cadre/User on their loop and informs them that the data is available on the on-board COR and will be dumped at the next available window. DMC provides the cadre with an approximate playback time.

5. If the data is on-board and has been played back, DMC checks if the data is still available on the recorder. DMC maintains protection on the segment of data until the segment can be played back. DMC provides the requestor with an approximate playback time.

6. If the data is not available on-board or at the PDSS, DMC contacts Marshall Data on the HOSC Ops loop. DMC requests Marshall Data place a White Sands tape hold for the missing interval. 

7. DMC provides the start and stop time(s) in GMT to Marshall Data for the tapehold.

8. Marshall Data contacts DMC on the DMC loop and confirms the tape hold has occurred or informs DMC the data is not available.

9. If the data is not available at White Sands, DMC contacts the affected cadre/User on their loop and informs them the requested data is not available. DMC logs the interval as a Permanently Missing Interval (PMI) and notes the PMI in the PMI Log (see SOP 4.5).

10. The affected cadre/User is responsible for submitting any OCR or timeline changes needed for their operations due to the data loss.

11. If the data is available at White Sands, DMC coordinates with Marshall Data on the HOSC Ops loop for an appropriate playback time based on the data flow plan. The playback will occur during a scheduled Ku-band LOS period. Playbacks should occur within 48 hours of request.

12. After Marshall Data and DMC have coordinated a playback time, DMC contacts the affected cadre/User on their loop and informs them of the playback time.

13. Prior to the playback, DMC checks with the cadre/User and verifies the readiness for the playback. 

14. DMC checks with the Marshall Data on HOSC Ops and confirms the playback readiness.

15. During the playback, the cadre/User notifies DMC on the DMC loop and verifies the receipt of the data.

16. After the playback is complete, DMC informs Marshall Data on the HOSC Ops loop that the affected cadre/User has received their requested data.

SOP 4.5

TITLE

PERMANENTLY MISSING INTERVAL (PMI) TRACKING 

PURPOSE

To define the operational procedures needed for tracking of PMIs.

PARTICIPATION

Users



DMC



RICO

Marshall Data

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

Occasionally, segments of data are not recorded on-board or on the ground. These segments of lost data are called PMIs. These segments are tracked via the PMI Tracking Log. This log is located in PIMs document area. Only segments greater than 2 minutes will be logged.

PROCEDURE

1. A potential PMI is identified by DMC or end-user (User or cadre).

2. If an end-user has identified a possible PMI, the end-user contacts DMC on the DMC loop with the Start GMT and Stop GMT of the PMI.

3. If the identified PMI segment is not available on-board or on the ground, DMC logs the segment as a PMI in the PMI Tracking Log, Table 4.5-I.

4. If the segment is still available on the MCOR, the end-user submits an MCOR Dump OCR for the desired time segment. Another option is to follow SOP 4.9.

5. DMC notes the PMI(s) in the DMC Daily Status Report.

6. DMC delivers the PMI Tracking Log into PIMS and to RICO for posting  to the RICO Realtime Information  web page  for the preceding 24-hour period if any PMI occurs.

7. The PIMS location of the PMI log from the EHS web launchpad is PIMS-Document-Miscellaneous-PMI Logs.

TABLE 4.5-I PMI TRACKING LOG

	Permanently Missing Interval (PMI)

	Contact Position: 
	DMC
	
	
	

	Last Update: 
	
	
	
	

	
	
	
	
	

	Segment #
	Start GMT (yyyy/ddd:hh:
mm:ss.s)
	Stop GMT (yyyy/ddd:hh:mm:ss.s)
	Delta  (minutes)
	Reason for Loss

	1
	219:20:00:00
	219:20:04:15
	4:15
	Unexpected LOS

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


SOP 4.6

TITLE

CONTROL AND COORDINATION OF DOWNLINK VIDEO

PURPOSE

To describe the control functions required to operate the on-board video system and define the coordination necessary for downlinking system and payload video.

PARTICIPATION

PHANTOM

POIC Cadre

DMC


POD



Users



EFFECTIVITY

Increment 2 and subsequent
REFERENCE DOCUMENTATION

Multilateral Payload Regulations (SSP 58002), Sections 6 and 7

GENERAL

PHANTOM is the focal point for ISS system and payload in-flight video operations, including ground-based interfaces with the Users, POIC cadre, and IPs, configuring the on-board video system, managing the lines of video from ISS to the Users except for EVAs or robotics, and monitoring downlink video to assure conformity, scene content, quality of systems, and payload video coverage.  All payload video routing is done by PHANTOM.  PHANTOM operations include sending commands to the routing switches and video recorders to support payload operations.  These commands are based on the video system configurations that have been planned in the DFP.

PROCEDURE

1. PHANTOM establishes voice contact with the prime User prior to any scheduled downlink video and discusses any last minute instructions or details that may affect the upcoming video. 

2. PHANTOM commands the video system per the DFP.

3. Immediately upon viewing the downlinked video, PHANTOM starts the autolog  and confirms the GMT start-time is correct. If the autolog fails, PHANTOM logs manually until autolog is operational.

4. PHANTOM maintains voice contact with any Users, cadre, or IPs, if required, during realtime downlinks.

5. PHANTOM monitors scene content for compliance to the DFP schedule.  If any problems occur due to schedule changes or timeline deviations, PHANTOM consults with the User, as to the impact of the change.  PHANTOM then notifies DMC of the problem, with recommendations on how the problem may be resolved. 

SOP 4.6.1

TITLE

EXPRESS RACK VIDEO ROUTING COORDINATION

PURPOSE

To define the procedure for coordinating video routing for any payload equipment within the EXPRESS Rack for which PRO has responsibility.

PARTICIPATION

PRO


PHANTOM

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

NASA Payload Regulations (SSP 58313), NA11.1-9

GENERAL

This procedure documents the interaction between PRO and PHANTOM during the EXPRESS Rack video operations.

The PRO has commanding responsibility within the EXPRESS Rack.  The rack may have multiple video input sources but provides only one output to the ISS video system.  This output goes to a cable attached to a Video Switch Unit (VSU).  The video commanding within the rack needs to be coordinated since the PHANTOM is responsible for understanding and identifying the video signal coming out of the rack into the video system.  Therefore, coordination between the PRO who is doing the internal rack commanding and the PHANTOM who is receiving the video signal must be accomplished.

PROCEDURE
1. PHANTOM calls PRO on PRO loop and requests the rack, payload, and specific payload camera be configured for video output from the rack per OSTP or approved OCR.

2. PRO issues video commands based upon the requested configuration.

3. PRO calls PHANTOM on PRO loop to give the status of the video commands.

4. PRO coordinates with OC to ensure that video for a specified payload is routed between the Rack and the VSU.

SOP 4.6.2

TITLE

ISS VIDEO SYSTEM ANOMALY

PURPOSE

To define a procedure to correct an ISS video system anomaly when it is detected.

PARTICIPATION

PHANTOM


DMC

Users


EFFECTIVITY

Increment 2 and subsequent flights

REFERENCE DOCUMENTATION

Joint Operations Interface Procedures (JSC 28179)

GENERAL

When a failure of the ISS video system is detected, PHANTOM will notify DMC and

Users of the failure.

PROCEDURE

1.
PHANTOM verifies that the video system is configured correctly.

2.
DMC verifies HRFM configuration.

3.
PHANTOM notifies DMC and Users of the video system failure on the PHANTOM loop.

4.
PHANTOM keeps DMC and Users informed of the status of the video system.

5.
DMC notifies OC and POD of anomaly.


SOP 4.7

SOP 4.8

TITLE
GROUND SYSTEMS STATUS MONITORING

PURPOSE
To define the procedure to be used by the POIC cadre, Users, and IST to monitor the ground systems and associated data quality and to troubleshoot reported problems.

participation

SYSCON



Marshall Data

POIC Cadre


Users

DMC 




POD
 

EFFECTIVITY

Increment 2 and subsequent 

reference documentation

POIC Capabilities Document (SSP 50304)

GENERAL

Standard ground systems within the POIC will be closely monitored by looking at data quality of the downlink and performance of the ground systems hardware and software used to support payload operations. Marshall Data is responsible for the POIC ground systems and reports any performance problems to DMC.  DMC contacts SYSCON and Marshall Data to obtain realtime status as required.

procedure

1. DMC contacts SYSCON/Marshall Data on HOSC Ops loop for realtime ground systems status.

2. DMC informs the Users and POIC cadre via the POD loop whenever unexpected data outages exceed momentary RF dropouts or whenever there are anomalies within the ground systems hardware and/or software.  Scheduled outages for network reconfigurations will be reflected in the DFP.

3. GSE Users who are unable to obtain lock on their data contact DMC on the DMC loop (this assumes the User has performed all available self-checks to assures their GSE hardware is operating nominally). DMC requests Marshall Data to verify good quality of the composite data.  If the problem is isolated to the GSE, DMC notifies the User.  Further troubleshooting is the responsibility of the User.

4. POIC cadre and non-Experiment Ground Support Equipment (EGSE) Users who notice data dropouts or problems with the ground systems hardware and/or software contact DMC on the DMC loop. DMC requests the Marshall Data or SYSCON to investigate the potential anomaly. 

5. Once the anomaly has been identified, the Marshall Data or SYSCON reports back to DMC on a resolution and an Estimated Time to Recovery (ETR).

6. If recovery time is impacted by reduced IST support, then Marshall Data informs DMC.

7. DMC reports the resolution, ETR and all systems back to nominal operations on the POD loop.

SOP 4.9

TITLE

POIC PDSS LOR PLAYBACK

PURPOSE

To define the operational procedure for receiving a playback from the PDSS LOR.

PARTICIPATION

DMC
Marshall Data

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

This procedure covers the operational actions needed to turn on the LOR and playback from the POIC/PDSS.  If the POIC/PDSS experiences an equipment problem resulting in the inability to acquire and process data, Marshall Data will turn on the PDSS LOR recorder. Marshall Data will identify these periods of data loss to DMC. Marshall Data will coordinate with DMC to play back the PDSS LOR data. 

PROCEDURE

1. Marshall Data identifies a PDSS equipment problem or external interface problem out of the PDSS and turns on the PDSS LOR recorder. 

2. If recovery time is impacted by reduced IST support, Marshall Data informs DMC.

3. Marshall Data notifies DMC on the DMC loop that they have turned on the LOR recorder and provides the problem description.

4. DMC notifies the affected cadre or Users as required.

5. Once the problem has been corrected, Marshall Data provides DMC with the missing segment start/stop time(s) in GMT of the requested data.

6. DMC coordinates with Marshall Data on the HOSC Ops loop for an appropriate playback time based on the DFP. 

7. After Marshall Data and DMC have coordinated a playback time, DMC contacts the affected User or cadre on their loop and informs them of the playback time.

8. Prior to the playback, DMC checks with the cadre or User and verifies the readiness for the playback. 

9. DMC checks with Marshall Data on HOSC Ops and confirms the playback readiness.

10. During the playback, the User/cadre notifies DMC on the DMC loop and verifies the receipt of the data.

11. After the playback is complete, DMC informs Marshall Data on the HOSC Ops loop that the affected User or cadre has received their requested data.

12. DMC informs POD playback complete.

SOP 4.10

TITLE
GROUND ANCILLARY DATA GSE PACKET STARTUP

PURPOSE
To define the procedures used by the DMC to start or restart the Ground Ancillary Data GSE Packet and to send the data to PDSS.

participation

DMC


Marshall Data 

SYSCON

POIF Database Lead

EFFECTIVITY

Increment 2 and subsequent

reference documentation

POIC Capabilities Document (SSP 50304)

Payload to Ground User Interface Definition Document (SSP 50305)

GENERAL

The Ground Ancillary Data GSE Packet function allows the cadre to define CCSDS packet(s) that contains data extracted from any of the data that is processed by the realtime data system and is defined in the realtime data system’s telemetry database.  

Development of the Ground Ancillary Packet(s) is described in POIC POH, Volume 1, SOP 4.8, Ground Ancillary GSE Packet Development.  The POIF Database Lead will confirm to the DMC that the Ground Ancillary Data GSE Packet has been defined and validated against the current version of the database any time a new database is being delivered to the cadre.  The POIF Database Lead will give the DMC the Ground Ancillary Data Packet APID and format number.  The DMC must use the GSE Packet application to start the Ground 

Ancillary Data GSE Packet and have the information routed to PDSS, who will then route it to the Users.  The packet will need to be copied or regenerated and restarted any time a new database is delivered.  The packet will also need to be restarted if the ERIS server fails or if the packet stops being distributed for some other reason.
procedure

1. DMC contacts Marshall Data to get the IP address and port number that the Ground Ancillary Data packet will be routed to.

2. DMC uses the GSE Packet application to start the packet.

3. If a server fails or the packet stops being sent for some reason, DMC notifies Users, who should be receiving the packet, and Marshall Data that the packet is no longer being generated/distributed.  DMC also announces the interruption on POD loop.

4. DMC works with Marshall Data and SYSCON to identify the problem.

5. Once the problem is resolved, DMC restarts the Ground Ancillary Data Packet and notifies Users on their science loops that it is running again and announces on the POD loop that Ground Ancillary is being distributed again.

SOP 4.11

TITLE

PDSS ROUTING RECONFIGURATION

PURPOSE

To define the procedure to be used by DMC for High Rate Frame Multiplexer (HRFM)/PDSS routing changes.

PARTICIPATION

DMC

Marshall Data




POD




EFFECTIVITY

Increment 2 and subsequent 

REFERENCE DOCUMENTATION

POIC Capabilities Document (SSP 50304)

GENERAL

PDSS routing configurations are pre-increment defined.  However, during realtime operations, approved changes to the configuration which do not cause conflicts or exceed POIC capabilities, will be implemented routinely by DMC and Marshall Data. These changes are driven by Data System failures and routine reconfigurations.

PROCEDURE

1.
DMC notifies Marshall Data on HOSC OPS loop of upcoming HRFM port reconfiguration.

2.
DMC reports APID changes per Virtual Channel for reconfiguration to Marshall Data.

3. Marshall Data configures PDSS per DMC request. 

4.
DMC uplinks HRFM port configurations.
5.
DMC informs POD and Marshall Data that configurations have been changed.
6.
Marshall Data confirms that data is active on the new Virtual Channel.
SOP  4.12

TITLE

C&DH AND C&T SYSTEMS ANOMALY 

PURPOSE

To define the procedure performed by DMC to isolate a C&DH and/or C&T systems anomaly. 

PARTICIPATION

DMC

CPO


POD 

PRO

Marshall Data

EFFECTIVITY

Increment 2 and subsequent

Reference Documentation

None

gENERAL

The DMC is responsible for managing C&DH and C&T components used for payload  data operations. These components are the PEHG, APS, COR and HRFM.  The DMC will assist in troubleshooting C&DH and C&T systems anomalies down to the component level. This procedure defines the actions and the discipline coordination required by the DMC to isolate such an anomaly and communicate its impact to the POD and POIC cadre. 

PROCEDURE

10. DMC informs POD of an unexpected loss of data. DMC verifies that the PEHG, APS, COR, and HRFM are configured according to the DFP. 

11. DMC requests Marshall Data to verify Ground Network and POIC telemetry routing configurations.  

12. DMC assesses any anomaly conditions, telemetry indications, and data trends that could indicate a failure with the PEHG, APS, COR, or HRFM and informs ODIN and/or CATO. 

13. DMC requests CPO to verify PL MDM configuration.   

14. DMC requests PRO to verify payload rack(s) configuration. 

15. CPO, PRO, and Marshall Data inform DMC of any anomalies, telemetry indications, or data trends that could indicate a systems or network failure.  

JOIP NOTE:  CATO and/or ODIN inform DMC of any impacts to C&T and/or C&DH systems and the estimated time of recovery. 

16. DMC then informs POD of any impacts to payload data operations and the estimated time of recovery. 

SOP 4.13

TITLE

DATA SYSTEM STATUS REPORT

PURPOSE

To define the operational procedure needed to maintain POD awareness of the Payload Data Systems.

PARTICIPATION

POD



DMC

PHANTOM

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

DMC and PHANTOM have open command windows during all S-band AOS periods unless otherwise directed by POD. These open command windows limit visibility into the DMC and PHANTOM command operations. POD must maintain an awareness of certain command activities even though they are not directly reflected in the DFP or Command Management Plan.

To provide POD visibility into certain upcoming command activities, DMC will notify POD once per orbit to status POD on any relevant data system configurations or activities for the next orbit. Some of the configurations or activity statuses POD should be briefed on include:

1. PAO/Camcorder video activities

2. OCA Configuration Readiness

3. Changes in Zone of Exclusion (ZOE) routings

4. Changes in PEHG port payload rack enables/inhibits

The status should be sufficient for POD to answer questions posed by the FD for these events. This list is not exhaustive, and items should be added or deleted as needed.  

PROCEDURE

Typically, this procedure is performed at the ZOE (TDRS East LOS) on the POD loop.

1. DMC contacts POD for the Data Systems Status Report.

2. If there are no activities that affect MCC-H, DMC states "No changes to the DFP for the upcoming orbit."

3. If activities are scheduled to occur on the up-coming orbit, DMC identifies the activity and the GMT for the activity to begin, i.e., "We are configured for the scheduled OCA activity at 23:45 on HRFM Ch. 6." 

4. POD statuses DMC on any activities reported from MCC-H that could impact the payload data systems.

SOP 4.14

TITLE

CONTINGENCY VOICE CASSETTE TAPE REQUEST

PURPOSE

To provide internal POIC cadre members the ability to request cassette tapes of recorded voice loops.

PARTICIPATION

POD



POIC Cadre

Marshall Comm

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

POIC Capabilities Document (SSP 50304)

GENERAL

This procedure is limited to internal cadre members.

During off-nominal or other contingency periods POIC cadre members may need to listen to previously recorded conversations from a certain voice loop(s).  If the cadre member determines a voice tape is required, the cadre member can request a cassette tape via an OCR. 

The POIC recorded master tapes are retained for a period of 30 days.

Recorded voice loops are listed in Table 4.14-I and Table 4.14-II.

TABLE 4.14-I  PAYLOAD OPS VOICE RECORDING PRIORITY LIST

1. S/G-1

2. S/G-2

3. S/G TERP

4. ISS FDIR

5. ISS AFD

6. POD

7. PAYCAP

8. PLD CRD

9. SCI CRD

10. LIS CRD

11. SCI 1

12. SCI 2

13. SCI 3

14. SCI 4

15. OC

16. CPO

17. DMC

18. POIC SAFE

19. PLAN CRD

20. PLD DATA 

21. HOU SUPT

22. ISS OPS

23. FCR SYS

24. DSM (Future)

25. PHANTOM

26. TV OPS

27. TV CONF

28. PRO-1 

29. PRO-2 (Future)

30. PRO-3 (Future)

31. PSE

32. EXP CRD

33. POIC STOW

34. PODF SUPT

35. PEI

36. PD CONF

37. JSC CONF

38. IP CONF (Future)

39. IP GSO (Future)

40. A/G-UHF (Future)

41. ISS MER

42. ISS MER PROB

43. ISS SAFE 

44. ISS CMD

45. POCC CMD

46. OPS PLAN

47. IEPC

48. PLAN CONF

49. TCO

50. L/T PLAN

51. S/T PLAN

52. MCC POIC

53. Ku CRD

54. PLD DATA

55. DATA PLAN

56. ISS TN CRD

57. MDM CRD

58. EPO

59. ODIN

60. CATO

61. ISS OPS

62. ISS SYS CRD1

63. ISS SYS CRD2

64. ISS SYS CRD 3

65. ISS SYS CRD 4

66. MSCW SUPT

67. FMT CRD

68. OSO CRD

69. PHALCON

70. TCS CRD

71. ISS OCA

72. LIS

73. PAYCOM

74. POIC INT

75. TSC GSO

76. SAMS CRD

77. PCS CRD

78. SPARE (Future science loop)

79. SPARE (Future science loop

TABLE 4.14-II ETOV OPS VOICE RECORDING PRIORITY LIST

1. STS FDIR

2. ISS FDIR

3. ISS AFD

4. A/G-1

5. A/G-2

6. S/G-1

7. S/G-2

8. ETOV CRD

9. PRIME OPS

10. PAYCAP

11. SOC

12. S/G TERP

13. PLD CRD

14. SCI CRD

15. POD

16. LIS CRD

17. SCI 1

18. SCI 2

19. SCI 3

20. SCI 4 

21. HOU SUPT

22. ISS OPS

23. FCR SYS

24. OC

25. CPO

26. DMC

27. DSM

28. PHANTOM

29. TV OPS

30. TV CONF

31. PRO-1 

32. PRO-2 (Future)

33. PRO-3 (Future)

34. POIC Safe

35. PSE

36. EXP CRD

37. POIC STOW

38. PODF SUPT

39. PEI

40. PLAN CRD

41. PD CONF

42. JSC CONF

43. IP CONF (Future)

44. IP GSO (Future)

45. A/G-UHF (Future)

46. ISS MER

47. ISS MER PROB

48. ISS SAFE 

49. ISS CMD

50. POCC CMD

51. OPS PLAN

52. IEPC

53. PLAN CONF

54. TCO

55. L/T PLAN

56. S/T PLAN

57. MCC POIC

58. Ku CRD

59. PLD DATA

60. DATA PLAN

61. ISS TN CRD

62. MDM CRD

63. EPO

64. ODIN

65. CATO

66. ISS OPS

67. ISS SYS CRD 1

68. ISS SYS CRD 2

69. ISS SYS CRD 3

70. ISS SYS CRD 4

71. MSCW SUPT

72. FMT CRD

73. OSO CRD

74. PHALCON

75. TCS CRD

76. ISS OCA

77. LIS

78. TSC GSO

79. SPARE (Future science loop)

80. SPARE (Future science loop)

PROCEDURE

1. A cadre member submits an OCR identifying the voice loop(s) to be dubbed and the required timeframe to include Julian day and GMT start/stop times (not to exceed two 90-minute cassettes).

2. POD reviews the OCR, determines if the request is appropriate, and either approves or disapproves.

3. If approved, POD notifies Marshall Comm via the HOSC Ops loop to advise of the approved OCR.

4. Marshall Comm advises POD of anticipated implementation completion/delivery time (NET 24 hours). 
5. Once voice dubs are delivered to the requested cadre member, Marshall Comm advises POD on HOSC Ops loop that the OCR was implemented.

SOP 4.15

TITLE

FAILURE OF AUTOMATED PAYLOAD SWITCH (APS)

PURPOSE

To define the operational procedures needed for POIC resolution of partial and total failures of an APS.

PARTICIPATION

DMC

OC

CPO

PRO

TCO

POD

LIS Rep
Marshall Data

Users

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

This procedure covers the operational actions needed to resolve a failure of an APS.  The APS provides a switching mechanism for routing signals between 44 input ports and 36 output ports.  The ISS C&DH architecture contains two APSs in the U.S. Lab for routing data between data sources and destinations attached to the High Rate Data Link (HRDL) network.  Each APS provides three connections to the HRFM for data downlink and one connection to the MCOR for data recording.

Each ISPR, U.S. attached payload, C&C MDM, PL MDM, and the MCOR has one input and one output connection to either APS-1 or APS-2.  Each PEHG has one input to an APS.  APS‑1 is connected to certain U.S. Lab ISPRs, C&C MDMs 1 and 3, PEHG-1, U.S. attached payloads, JEM ISPRs, Columbus Orbital Facility (COF) ISPRs, Video Data Processing Unit (VDPU), and Centrifuge Accommodations Module (CAM) ISPR/centrifuge.  APS-2 is connected to certain U.S. Lab ISPRs, C&C MDM-2, PEHG-2, U.S. attached payloads, JEM ISPRs, COF ISPRs, VDPU, and CAM ISPR.

A complete and irrecoverable failure of an APS will have major impacts upon payload operations (see Table 4.15-I).  Failure of APS-1 will result in the loss of  OCA data, the loss of the use of three out of six HRFM channels available for data downlink, the loss of one of only two MCOR record channels, the loss of data from PEHG-1 payloads that cannot operate on LAN-2, and the loss of high rate data from ISPRs  connected to APS-1.  In addition, the failure will cause the loss of PL MDM-1 data and C&C MDMs 1 and 3 data.  Failure of APS-2 will result in the loss of the use of the other three HRFM channels available for downlink, the loss of one of only two MCOR record channels, the loss of data from PEHG-2 payloads that cannot operate from LAN-1, and the loss of high rate data from ISPRs connected to APS-2.  In addition, an APS-2 failure will cause the loss PL MDM-2 data and C&C MDM-2 data if these should be primary at the time.   If the failure is determined to be a partial failure such as the loss of an input channel or an output channel, a Built-In Self-Test (BIST)/Power Cycle of the problematic APS will be scheduled at a time when impacts to payload operations are minimal, with JSC to attempt to correct the problem.

TABLE 4.15-I APS FAILURE IMPACTS

	COMPONENT
	APS-1
	APS-2

	PEHG-1
	x
	

	PEHG-2
	
	x

	C&C MDM-1
	x
	

	C&C MDM-2
	
	x

	PL MDM-1
	x
	

	PL MDM-2
	
	x

	HRFM Ch 4 INPUT (MCOR)
	x
	

	HRFM Ch 8 Input (MCOR)
	
	x

	OCA
	x(TBD)
	


PROCEDURE

A.  Partial Failure of APS-1

1. DMC confirms that an APS-1 input or output channel failure has occurred.

2. DMC notifies POD that an APS-1 channel failure has occurred and that an APS-1 BIST/Power Cycle will be scheduled around payload operations.

3. DMC coordinates a BIST/Power Cycle time with OC, PRO, and CPO.

JOIP NOTE: DMC then notifies ODIN of the suggested time for the box handover.

4. After the BIST/Power Cycle is complete and ODIN has returned the box to DMC, DMC notifies POD, cadre, and other Users on the POD loop.

5. DMC reconfigures APS-1 to support the current payload operations and re-establish routes to determine if the problem has been resolved.

6. If the problem has not been corrected, DMC notifies POD and other Users of the implications of failed input channels or output channels and possible workarounds and submits an OCR to update planning requirements.

7. If the problem has been corrected, DMC returns to normal operations.

8. DMC generates a PAR that describes the APS problem and impacts and then submits the PAR to OC for tracking. (See POH SOP 1.7.1, PAR Generation, for details.)

B.  Total Failure of APS-1

1. DMC receives notification from ODIN that a total failure of APS-1 has been confirmed.

2. DMC notifies POD that APS-1 has failed.

3. DMC assesses impacts of the APS-1 failure and notifies POD of these impacts.

4. CPO disables payloads.

5. DMC coordinates with POD and LIS Rep to determine MCOR record priorities (PL MDM or PEHG data).

6. If PL MDM-1 is prime, CPO configures PL MDM-2 for payload operations.  (See POH SOP 2.24, Transition from the Primary PL MDM to the Backup PL MDM, and POH SOP 2.25, PES Configuration Table File Update Process on the Backup PL MDM.)

7. DMC notifies Marshall Data of any changes to virtual channels due to rerouting of data.

8. When PL MDM-2 is in an operational state, DMC reconfigures the HRFM to support downlink from APS-2 and PEHG-2.  

9. DMC enables the required PEHG-2 Gateway and ports, and sets port Output Rates.  

10. DMC configures APS-2 to support PL MDM-2 and PEHG-2 data downlink for EXPRESS Rack payloads if necessary, and C&C MDM-2 downlink if JSC requires. 

11. CPO enables payloads.

12. PRO updates RIC tables to reconfigure the PEHB from LAN-1 to LAN-2.  (See POH SOP 2.7.1, EXPRESS Rack Interface Controller (RIC) Configuration Table File Update Process.)

13. TCO coordinates with all Facility payloads to update their RIC tables.

14. DMC notifies POD on the POD loop when the reconfiguration is complete.

15. After the reconfiguration is complete, DMC submits a follow-up OCR per SOP 1.6.1.

16. DMC submits an OCR to update planning requirements.

17. DMC generates a PAR per SOP 1.7.

C. Partial Failure of APS-2

1. DMC confirms that an APS-2 input or output channel failure has occurred.

2. DMC notifies POD that an APS-2 channel failure has occurred and that an APS-2 BIST/Power Cycle will be scheduled around payload operations.

3. DMC coordinates a BIST/Power Cycle time with OC, PRO, and CPO.

JOIP NOTE:  DMC then notifies ODIN of the suggested time for the box handover.

4. After the BIST/Power Cycle is complete and ODIN has returned the box to DMC, DMC notifies POD, cadre, and other Users on the POD loop.

5. DMC reconfigures APS-2 to support the current payload operations and re-establish routes to determine if the problem has been resolved.

6. If the problem has not been corrected, DMC notifies POD and other Users of implications of failed input channels or output channels and possible workarounds and submit OCR to update planning requirements.

7. If the problem has been resolved, DMC returns to normal operations. 

8. DMC generates a PAR that describes the APS problem and impacts and then submits the PAR to OC for tracking. (See POH SOP 1.7.1, PAR Generation, for details.)

D.  Total Failure of APS-2

1. DMC receives notification from ODIN that a total failure of APS-1 has been confirmed.

2. DMC notifies POD that APS-2 has failed.

3. DMC assesses impacts of the APS-2 failure and notifies POD of these impacts.

4. CPO disables payloads.

5. DMC coordinates with POD and LIS Rep to determine MCOR record priorities (PL MDM or PEHG data).

6. If PL MDM-2 is prime, CPO configures PL MDM-1 for payload operations.  (See POH SOP 2.24, Transition from the Primary PL MDM to the Backup PL MDM, and POH SOP 2.25, PES Configuration Table File Update Process on the Backup PL MDM.)

7. DMC notifies Marshall Data of any changes to virtual channels due to rerouting of data.

8. DMC reconfigures the HRFM to support downlink from APS-1 and PEHG-1.

9. DMC enables the required PEHG-1 Gateway and ports, and sets Output Rates.

10. DMC configures APS-1 to support  PEHG-1 data downlink for EXPRESS Rack payloads if necessary.  DMC will also configure APS-1 to support C&C MDM-1 or C&C MDM-3 downlink if C&C MDM-2 is prime and JSC requires the reconfiguration.

11. CPO enables payloads.

12. PRO updates RIC tables to reconfigure the PEHB from LAN-2 to LAN-1.  (See POH SOP 2.7.1, EXPRESS Rack Interface Controller (RIC) Configuration Table File Update Process.)

13. TCO coordinates with all Facility payloads to update their RIC tables.

14. DMC notifies POD on POD loop when reconfiguration is complete.

15. After reconfiguration is complete, DMC submits a follow-up OCT per SOP 1.6.1.

16. DMC submits an OCR to update planning requirements.

17. DMC generates a PAR per SOP 1.7.

SOP 4.16

TITLE

PEHG FAILURE

PURPOSE

To define the steps needed to perform a failover to the secondary PEHG because of a failure of the primary PEHG. 

PARTICIPATION

DMC

Marshall Data

PRO

LIS Rep

POD

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

None currently identified

GENERAL

This procedure outlines the steps necessary to recover PEHG data services in the event a PEHG has a failure that is detrimental and unrecoverable.   Failure of the primary PEHG is evident by several means:  

1. User notification of loss of medium rate data.  

2. Downlink telemetry status of the PEHG has off-nominal conditions. 

3. ODIN at JSC reports a PEHG off-nominal condition or failure.

While the PEHG is off-line, all medium rate data from the affected PEHG is lost since it cannot be recorded or routed to the HRFM for downlink.  

PROCEDURE

1. DMC notifies affected Users, PRO, LIS and POD of the PEHG loss.

JOIP NOTE: DMC notifies ODIN of the PEHG loss and assist in troubleshooting.

2. DMC coordinates with PRO for PRO to command the PEHB to output rack data to the backup LAN. 

3. PRO notifies DMC when they are ready to send the command. 

4. PRO ceases data flow before the reconfiguration to LAN-2.

5. PRO should stand by on sending data to the new PEHG address until notification from DMC.

6. DMC routes the PEHG output to the HRFM and to the MCOR. 

7. DMC sets the PEHG ports enable, gateway output rate, and enable the gateway.

8. DMC notifies PRO to start the medium rate data from the rack output.

9. DMC verifies that packets are incrementing on the PEHG output, packets are incrementing on the HRFM port and that Marshall Data can confirm packets incrementing on the relevant APIDS on the ground system.  User should then be polled for a status of receipt of data.

10. DMC keeps POD informed on any troubleshooting on the affected PEHG.

11. DMC coordinates with OC on PAR input.

12. DMC inputs OCRs for realtime changes and replan updates.

SOP 4.17

TITLE
DMC AND PHANTOM BACKUP CONTINGENCY

PURPOSE
To define the procedure the data team cadre positions (DMC and PHANTOM) will use to provide console backup.

participation

DMC

PHANTOM


POD

EFFECTIVELY

Increment 2 to Increment 4

reference documentation

Ground Command Procedures (SSP 58704-01)

GENERAL

In the event DMC or PHANTOM is not able to continue console duties, this procedure provides guidance to the remaining member to oversee the off-going operator’s responsibilities. 

Contingency operations (see Table 4.17-I) for PHANTOM include MCOR Ops to cover LOS periods. PHANTOM is not responsible for MCOR configurations or MCOR playbacks. Before DMC leaves console, DMC ensures the on-board system is in a nominal configuration to include the APS, PEHGs, MCOR, and HRFM.  This configuration allows for nominal operations for the next few hours.  The on-coming DMC will perform any missed MCOR playbacks.

DMC continues limited video operations while the PHANTOM is unavailable. DMC is able to route video via Auto-Route and record any required science video. All non-essential video 

operations should be avoided to include additional video requests via OCR.  All video playbacks from JSC and on-board may be delayed until a PHANTOM is on console.

TABLE 4.17-I CONTINGENCY OPERATIONS MATRIX

	COMMAND FUNCTION
	PRIMARY
	BACKUP

	HRFM Ops
	DMC
	PHANTOM

	MCOR Ops
	DMC
	PHANTOM

	APS Ops
	DMC
	PHANTOM

	PEHG Ops
	DMC
	PHANTOM

	VBSP
	PHANTOM
	DMC

	VTR
	PHANTOM
	DMC

	SCU
	PHANTOM
	DMC

	VSU
	PHANTOM
	DMC


procedure

1. Upon DMC/PHANTOM not able to perform console duties, the off-going operator notifies POD of the situation.

2. DMC or PHANTOM contacts the replacement personnel.  A current list of on-call DMC/PHANTOM personnel shall be kept in the Contingency Operations section of the Console Handbook.

3. POD makes an announcement on the POD loop to all personnel.

4. Once the off-going operator has completed the handover to the remaining operator, the remaining operator notifies POD that the handover is complete.

5. Only one console position log is maintained during the contingency period, but all recorder logs are maintained.

6. During the contingency operations period, if DMC or PHANTOM needs the CATO or ODIN to issue commands normally performed by MSFC, DMC or PHANTOM requests approval from POD.

7. Once the replacement personnel is on console, the on duty member provides all necessary information and notifies POD.

8. Once the replacement personnel is ready to assume console operations, the replacement DMC/PHANTOM notifies POD. 
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SOP 5.1

TITLE

GENERIC STAGE/INCREMENT TRANSITION COORDINATION

PURPOSE

To identify the generic coordination procedure required by the POIC cadre, IST, and Remote Users during a transition between a stage/increment.

PARTICIPATION

POIC Cadre


IST

Remote Users


EFFECTIVITY

Increment 4 and subsequent

REFERENCE DOCUMENTATION

Joint Operations Interface Procedures (MCC-H 28179), Volume C, Section 6 

GENERAL

This procedure provides the basic steps performed by the participants during a reconfiguration of the POIC systems when transitioning between a stage/increment.  Proper coordination and status during this period ensures the POIC systems are properly configured and validated during the transition stages.  An overview flow, Figure 5.1-1, includes a timeline of events along with references to procedures. 

A POIC Transition Timeline is built in accordance with the ISS onboard time frame identified for transition activities.

Included is a template for the detailed POIC Transition Timeline Checklist, Figure 5.1-2, with a description of each of the columns.  This checklist will be updated for each Stage/ Increment Transition and posted on the RICO Realtime Information web site (http://payloads.msfc.nasa.gov/station/ - Username and Password are required) via the POI web page.   This checklist will be used during the actual transition operations.



























FIGURE 5.1-1  GENERIC STAGE/INCREMENT TRANSITION

Preliminary
  5A.1 to 6A Flight Transition Timeline Checklist
       Date:03/03/01
	Initial
	
	MET

dd:hh:mm
	GMT

d/hh:mm:ss
	Seq.
	Position
	Activity
	5A.1

Cadre

PCA-1
	6A

Trans Team

PCA-2 / PCAT
	6A

Cadre

PCA-1
	Remote 

Users

	
	-
	06:00:00
	2/11:45:00
	1
	INFO
	L-6 Days
	
	
	
	


Column Descriptions:



Initial – initials of the person that performed the activity

- / +  “-” Minus denotes prior to Launch and “+” denotes after Launch 

MET – Mission Elapse Time (based on Shuttle launch)

GMT- Greenwich Mean Time

Sequence – Number of sequence 

Position – Identifies current cadre (POD) and transition cadre (XPOD)

Activity – Section includes descriptions of activity to be performed, start of significant events, and Launch minus and plus days. 

Flt A cadre – X identifies which cadre performs task

Flt B Transition cadre – X identifies which cadre performs task

Flt B cadre – X identifies which cadre performs task

Remote Users – X identifies when Remote Users are affected or performs task

FIGURE 5.1-2  TRANSITION TIMELINE CHECKLIST EXAMPLE

This procedure identifies the differences between a stage (each ISS flight within an increment) transition and an increment transition in each section.

There will be specific transition cadre assigned for the checkout and preparation of the POIC systems prior to the actual transition of the POIC systems from one stage/increment to another. The cadre supporting the current stage will initiate and perform the transition with assistance, if required, from the transition cadre.  The cadre supporting at the end of an increment will initiate the transition to the next increment and handover to the next increment cadre. 

Stage Transition checkouts are performed by the POIC transition cadre by logging into the transition systems on the consoles in PCA-2 / PCAT.  At transition minus 8 hours, the current POIC cadre with two workstations operating from the primary consoles in PCA-1 will release one workstation and have it configured for the next flight.  Current POIC cadre with only one workstation, if required, can connect via X-Window to the transition systems in PCA-2 /PCAT.  For each stage transition, only a POIC database change is planned.

Increment Transition is performed by the cadre assigned to the next increment by logging into the transition systems on the consoles in PCA-2 /PCAT.  This is for each increment transition that has a POIC database and a software change planned.

Voice coordination for the stage and increment transition systems is performed on designated voice loops (POIC internal transition coordination on POIC Internal- POIC Int and POIC to Remote users transition coordination on Remote PDs - LIS Coord loop).  

· Stage Transition: POD supporting the current stage also coordinates the next stage transition.

-
Increment Transition: XPOD (transition POD) coordinates the transition activities.

When the cadre completes their support of the present stage or increment, the primary POIC systems supporting PCA-1 are released for reconfiguration to the final ISS payload support of the next stage or increment.

Prior to the transition to the next stage/increment, each cadre position is responsible for assuring that:

a) Files are identified and saved as required on the present stage/increment systems.

b) The transition stage/increment systems/products/tools have been updated and verified as required.

c)
Procedure updates have been implemented in the required documents.


d)
Accounts/passwords additions and subtractions are validated.

e)
Enhanced HOSC System (EHS) User Data-generated Elements (UDE), i.e., displays, 
scripts, and computations, have been updated and saved with any changes identified 
during the present stage/increment support.  

f)
Required Data Base Change Requests (DBCR) are submitted during the previous 
stage/increment and are included in the next stage/increment database.

g)
Files in PIMS from the present stage/increment folder are copied into the next 
stage/increment folder as required.  File to file copy may require an extensive 
timeframe.

Transition is both on board and ground.  MCC-H transition occurs at the same time as the POIC transition.

PROCEDURe

A. IST Transition Systems Configuration: Transition -6 to -8 Day Timeframe  

Transition -6 days, Stage Transition: Only a database (DB) change is planned; therefore, the IST would require 2 days to configure the transition systems.

Transition -8 days, Increment Transition: A database and software change is planned; therefore, additional time (2 days) is added for the new software installation if required and checkout.

1. Call to stations for IST only.  The POIC cadre’s call to stations is at Transition - 4 Days.

2. IST configures and verifies all the transition systems as required for the next stage /increment.  Reference: SOP 5.11, PPS Reconfiguration. This is only planned for as needed during increment transition.

3. Remote sites operations support team call to stations.

4. Marshall Data verifies that the new remote interfaces are established for the next stage/increment per their console handbook procedures.

5. Marshall Data notifies XPOD on POIC Int loop when the systems are available for the cadre to logon and provide the overall status, (reference SOP 5.13, POIC System Status).

B.  POIC Internal Cadre Checkout:Transition -4 Day Timeframe

1. POIC transition cadre call to stations. 

There are specific transition cadre assigned for checkout and preparation of the POIC systems prior to the actual transition of the POIC systems from one stage/increment to another. The cadre supporting the current stage initiates and performs the transition with assistance, if required, from the transition cadre.  The cadre, supporting at the end of an increment, initiates the transition to the next increment and handovers to the next increment cadre. The transition cadre positions are identified with an “X” prior to the name (XPOD, XDMC, etc).

2. Marshall Data informs XPOD on the POIC Int loop that the POIC systems for the next stage/increment transition are configured and ready for the cadre checks.

3. XPOD notifies on the POIC Int loop the transition cadre supporting the transition checkout to logon to the transition systems configured for the next stage/increment and to perform standard and individual position checks per their console handbook procedures and Cadre Ops Verification Procedures Handbook as required.  

· Stage Transition: The POIC transition cadre logons directly to the transition systems in PCA-2 /PCAT.

· Stage Transition: Only the SOC's primary console in PCA-1 is configured for the next stage.

· Increment Transition: The transition cadre and/or new increment cadre logons directly to the transition systems in PCA-2 / PCAT.

NOTE:  Most of the items in the General section (a) through (g) of this procedure should be 
completed in previous support activities and realtime changes made to present 
stage/increment tools.  The cadre needs to ensure that the most recent changes have 
been saved, documented, updated, and validated, as required.  Individual cadre 
configuration management of tools is essential. 

4. Once the cadre completes their verification of the next stage/increment capabilities on the transition systems, each cadre position notifies XPOD on the POIC Int loop of their status.

5. Once XPOD receives all the required status, XPOD announces on the POIC Int loop the internal checkout is complete and ready to support the next stage/increment checkouts. 

C.  POIC Internal PIMS Verification:Transition – 4 Day Timeframe  

The files in PIMS required for a transition to the next stage or increment should have been copied and validated for the most part in previous  support activities.  The time required to copy required files from the present stage/increment folder to the next stage/increment folder could be extensive.  At this time, the cadre needs to ensure that the most recent changes have been saved, documented, updated, and validated as required.  

Stage Transition: No planned EHS software change that would affect PIMS is scheduled. The cadre performs the file copies into the next stage folder in the existing primary PIMS server, as required.

Increment Transition: A planned EHS software update affecting PIMS is scheduled.  The cadre, who has to load or copy the files on to the next increment folder which is on a separate single PIMS server, needs to consider the 3-week planning cycle here.  The file copy capability and method between the primary PIMS server (present increment) with one software version to another PIMS server (next increment) with a different software version is being developed.  When the primary PIMS server has been released from the previous increment support, it then is configured with the next increment's software and files.  A PIMS System Manager's level privilege is required to perform the file copy between the two PIMS servers that now have the same software versions. XPOD requests the transition cadre or the next increment cadre to logon to the next stage/increment PIMS session via their mission PC to verify the PIMS operations.  The current stage cadre would have to logoff the current session to perform any checks for the next stage.

1. The transition cadre verifies their documents, OCRs, and files are available and their basic functions are checked.

2. The transition cadre contacts RICO in reference to questions with the Document Configuration Management (DCM) changes and archival of completed and submitted/open OCRs within PIMS.  

3. Once completed, the transition cadre notifies XPOD on the POIC Int loop that the internal PIMS verification is completed.

D.  POIC Internal Command Validation: Transition- 4 Day Timeframe 

Stage/Increment Transition: Internal command validations are performed the same.  

1. Marshall Data configures and SYSCON enables the command capability on the transition systems of the next stage/increment for the Command Simulator checks.

2. Marshall Data notifies XPOD and XCPO on the POIC Int loop that the systems are ready for validation (reference SOP 5.7, POIC and Remote Sites Command Interface and Verification).

3. XCPO enables XCPO, XPRO, XDMC, and XPHANTOM for command checks.

4. The cadre sends available commands (including modifiable) for their operations.  The cadre confirms, via the Command Track, no errors with their own commands. XCPO monitors, via the Command Track, the cadre command activity in real-time and verifies no errors.

5. XPOD notifies Marshall Data on the POIC Int loop that internal command checks for the next stage/increment are completed.

E.  Remote Voice Verification: Transition – 3 Day Timeframe 

Remote voice loops are established at the start of the increment for all remote sites within the increment.

Stage Transition: Only the new remote sites coming on in the next stage require voice checks.

Increment Transition: The new remote sites supporting the start of the next increment are verified.  This needs to be coordinated with the present stage voice operations.

1. Remote site Users are notified by email the time of the call to stations.

2. Remote site Users call to stations.

3. XPOD requests XOC to verify the new voice interfaces per voice the loop listing per SOP 1.4.5.1 (new SOP per increment) with the remote sites for the next stage/increment.

4. XOC verifies the assigned operations and science contact voice loops to each remote site.

5. XOC notifies XPOD on the POIC Int  loop that the voice checkout is complete.

6. XPOD notifies Marshall Comm on the POIC Int loop that the voice checkout is complete.

F.  Remote Telemetry Data Flow: Transition –3 Day Timeframe 

No remote data interface is performed for current or new Remote Users during the checkout period at L-3 Days.  The Remote Science and Payload Health and Status Data was verified during previous CoFR testing. 

The Enhanced Data Generator is used to simulate data only for Remote User GSE packet verification.

G.  Remote PIMS Verification: Launch – 3 Day Timeframe 

The remote PIMS Flight mode for the next stage/increment is available at least 1 month prior to the start of the next stage/increment.

Stage Transition: Only the new remote sites PIMS interfaces coming on the next stage are verified.  The current stage remote sites may perform checks if they wish to logoff the current PIMS session.

Increment Transition: All the new remote sites PIMS interfaces supporting the next increment are verified.  All sites are required to do verifications due to the planned POIC software deliveries that may affect PIMS operations.

1. On the LIS Coord, XOC requests Remote Users to verify their PIMS capabilities and files in the next stage/increment folder and provide the status to POD.

2. Once all PIMS interfaces are validated, POD notifies Marshall Data on the POIC Int loop.

H.  Remote Users Command Verification: Transition – 3 Day Timeframe 

The present stage/increment Remote Users that continue into the next stage/increment do not require testing in this timeframe.  These Users do not have redundant interfaces just for checkouts.  Checkouts, if required, are performed once the present stage/increment operations have terminated and the transition to the next stage/increment has occurred. 

Stage Transition: Only the new remote sites command interfaces coming on the next stage are verified.  

Increment Transition: All the new remote sites command interfaces supporting the next increment are verified.  All sites are required to verify due to the planned POIC software deliveries that may affect command operations. 

NOTE:
Reference SOP 5.7 for the POIC and Remote Sites Command Interface and 
Verification procedure.

1. XCPO requests Marshall Data on the POIC Int loop to configure and SYSCON to enable the command capability for remote command checks on the Command Simulator.

2. The cadre ensures each Remote User sends available commands for their operations.  The cadre confirms, via the Command Track, no errors with their own commands.  XCPO monitors, via the Command Track, the cadre command activity in realtime and verifies no errors. 

3. XCPO notifies XPOD on the POIC Int loop when the cadre commanding is complete.

4. Once all confirmed, XCPO provides the status to XPOD and Marshall Data on the POIC Int loop.

I.  Transition Stage/Increment Validation Completed: Transition –2 Days

1. Once XPOD receives all required statuses, XPOD announces to all transition cadre on the POIC Int loop the readiness to support the next stage/increment.

J.  POIC Transition Systems to the next Stage/Increment : Launch – 7 to 14 Days

1. Stage Transition: Prior to transition, XPOD requests POD to have the current cadre with two workstations in PCA-1, to release one workstation to be configured for the next stage.  Other positions can X-Window from their PC in PCA-1 into the transition systems in PCA-2 / PCAT.

Increment Transition: XPOD has the transition cadre maintain workstations in PCA-2 / PCAT since they may support activation and checkout there. 

2. POD coordinates the planned transition time period with the POIC cadre, MCC-H, and Remote Users.

3. DMC ensures the MCOR dump has been performed at the closest point prior to transition start.  Once this is completed, DMC puts the MCOR in Record mode. DMC then requests Marshall Data to start the POIC Line Outage Recorder (LOR).


Transition Starts

4. CPO announces on the CPO loop that all operators are to logoff the Command Plan Management Tool.

5. CPO disables commanding.

6. POD notifies select  cadre on the POD loop to logoff the present Stage/Increment workstations.

7. XPOD requests Remote Users transitioning to the next stage/increment, to terminate X- Window sessions with current support and logon to next Stage/Increment workstations already established.

8. There is no commanding during the transition period.

9. When the ISS/POIC Transition time period is reached, XPOD notifies DMC to request Marshall Data to configure the PDSS routing tables and ISS - S and Ku Band data for the next Stage/Increment support.

10. DMC announces on the DMC loop when ISS Data AOS.

11. CPO releases the current Command Servers to SYSCON. SYSCON then configures the 
transition Command servers for the next Stage/Increment Support, copies the Command 
Data sets, and establishes the Mini MOP for the previous Stage/Increment access to NRT 
data.12. Marshall Data informs POD on the POD loop when the command systems are 
configured and the interface established with MCC-H.  POD relays the status to the cadre.

13. CPO verifies the command capability.

14. POD requests CPO on the POD loop to load the next Stage/Increment Configuration files 
from MSD to PL MDM 1&2.

15. CPO verifies the  PLMDM 1&2 Load .

16. POD releases the remainder of  flight systems to Marshall Data for reconfiguration to the new Stage/Increment. 
17. Stage Transition: Marshall Data notifies POD on the POD loop that all PCA-1 systems are now configured for the next stage.  On the POD loop, POD informs all cadre to logon all workstations.

Increment Transition: IST continues to reconfigure all of the PCA-1 systems with  the new software load as required for the next increment.

18. On the POD loop, POD notifies all operators to logout of the current PIMS flight mode session and into the next flight mode.

19. Once the POIC primary systems are reconfigured and validated for the next Stage/Increment, POD informs Marshall Data on the POD loop that the transition resources are released.

20. DMC requests MSFC Data to stop the POIC LOR recorder. DMC then schedules a MCOR dump at the closest available K Band coverage period per their standard operation procedures.

K.  MCC-H Ground Systems Reconfiguration:  Launch –7 to 14 Days Timeframe

Prior to the launch of the Space Shuttle for the next stage/increment, MCC-H reconfigures their ground systems.  This is coordinated between the MCC-H, POIC, and Remote Users 

prior to the activity.  There is no command interface or Drop Box activity during the 1-hour reconfiguration period.   

L.  POIC Shuttle OD Telemetry Data Checks: Launch- 2 Days Timeframe 

Stage/Increment Transition: Shuttle OD telemetry checks are performed similarly for either case.  Only Shuttle OD (STS OD) data is available for checks.

1. XPOD notifies Marshall Data on the POIC Int loop of the SOC readiness to support pre-stage/increment telemetry data checks.

2. Marshall Data configures Shuttle OD with the transition systems for checks and notifies XPOD on the POIC Int loop.

3. XPOD requests SOC on the POIC Int loop to verify available measurements on their displays

4.   Once the verification is completed, SOC statuses XPOD on the POIC Int loop.

M.  Launch

N.  N.  MCC-H Ground Systems Reconfiguration:  Landing + Timeframe

After the Shuttle has undocked and landed, MCC-H is required to reconfigure their ground systems.  This is coordinated between the MCC-H, POIC, and Remote Users prior to the activity.  There is no command interface or Drop Box activity during the 1-hour reconfiguration period.

SOP 5.2

TITLE

EARTH-TO-ORBIT VEHICLE (ETOV) TRANSPORT OPERATIONS PHILOSOPHY

PURPOSE
To define the philosophy for coordination of payload activities in the Shuttle middeck and Mini-Pressurized Logistics Module (MPLM) during the ascent, joint operations, and descent phases.  These payload activities include replanning payload activities, updating payload procedures, commanding to payloads in the MPLM, supporting the crew daily planning conference, handling anomalies, monitoring downlinked data, and reporting data quality status.

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Section 6

GENERAL
During the ETOV phase, ISS payloads going to or returning from the Space Station will be transported via the Shuttle. The ETOV phase begins when the Shuttle is launched and ends when the Shuttle lands.  The transport phase begins when the Shuttle is launched and continues until the transfer procedure for that payload begins.  For a returning ISS payload, the transport phase begins when the transfer procedure for that payload ends and continues until the Shuttle lands.  During this phase, any resources needed, including keep-alive power, telemetry, commanding, and/or crew time, is coordinated though the POIC. During ascent or descent, changes to the requirements or questions regarding the payload are coordinated by SOC. SOC is the POIC point of contact for all ISS payloads while they are on the Shuttle.  SOC coordinates between JSC and the Users on payload status, payload questions, procedure 

updates, and timeline changes. Most of the coordination during the transport phase is with counterparts at JSC.  This coordination is documented in detail in the JOIP.  Any coordination within the POIC is briefly discussed below and detailed in separate SOPs.

Any payload status SOC receives from the ACO team is provided to POD, interested POIC cadre, and Users.  All TDRSS coverage, data quality status reports, and data downlinking are coordinated through ACO DATA and SOC.  When commanding is required, SOC coordinates with ACO DATA and CPO.  Commanding to the Shuttle or MPLM requires that all commanding to the ISS be stopped, since the command link must be re-routed from the ISS to the Shuttle OIU.  This requires coordination between CPO and ODIN.

During transport, the timeline changes that do not affect the Station timeline are worked between SOC and ACO team.  Timeline changes are submitted to ACO team via Flight Notes.  If these changes affect the ISS timeline, SOC coordinates the changes with TCO (and the rest of POIC) via the OCR process.

Procedure updates during the transport phase are coordinated within the POIC through the OCR process.  Procedure updates are submitted to ACO team through Flight Notes (refer to SOP 5.5.1 and JOIP, Volume C, Section 6).  

SOC coordinates with POIC Safety and Users about issues and questions concerning payload safety while the payload is in the Shuttle. POD keeps SOC apprised of any safety decisions made between ACO and POD concerning payloads. 

SOP 5.2.1

TITLE

COMMANDING TO PAYLOADS IN THE MPLM DURING ETOV OPERATIONS 

PURPOSE
To define the procedure for coordination of payload commanding activities in the MPLM during the ascent, joint operation, and descent phases. 

participation

POD

SOC

CPO

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Sections 5 and 6

GENERAL
Payloads going to or returning from the Space Station are transported via the Shuttle.  Commanding  to the payloads in the MPLM, while it is in the Shuttle, is accomplished via OIU commanding.  If commanding needs to be accomplished while the MPLM is attached to ISS, the command is routed through the C&C MDM, through the MPLM, and then to the payload (reference SOP 2.16.)

Commanding via the OIU requires temporary suspension of all commanding to the ISS.  Commanding to the OIU should be coordinated and scheduled in the timeline prior to flight.  If  commanding is needed at an unplanned time, an OCR is generated and coordination between the POIC and MCC-H is required in order to have it timelined.

PROCEDURE

1. SOC obtains POD approval to command via the OIU to payloads in the Shuttle.  

2.  CPO disables all Users and cadre currently enabled for commanding.

JOIP NOTE: SOC also coordinates with ACO DATA, and CPO coordinates with the ODIN before issuing the commands to the Shuttle in order to ensure all enabling and disabling has taken place at MCC-H.  (Reference JOIP, Section 6.) 

3. CPO enables SOC to command to the payload and informs POD that the system is ready.

JOIP NOTE: ODIN gives CPO a “Go” for OIU commanding per JOIP SOP 5.4.

4. POD gives SOC the “Go” for commanding.  SOC sends the commands to the payload.

5. SOC notifies CPO and POD when commanding is complete.

JOIP NOTE:  SOC notifies ACO DATA when commanding is complete.  (Reference JOIP, Section 6.)  CPO notifies ODIN when OIU commanding is complete.  ODIN then switches back to nominal commanding and notifies CPO.  (Reference JOIP, Section 5.4.)

6. CPO enables all Users and cadres commanding to the Station, per the timeline, and announces on CPO loop a “Go” for commanding.

SOP 5.2.2

TITLE

ETOV OPERATIONS TIMELINE CHANGES

PURPOSE
To define procedures used by the POIC for coordination of timeline changes for payload activities in the Shuttle and MPLM during the ascent, joint operations, and descent phases. 

participation

POD

SOC

User




TCO

LIS Rep

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Section 6

GENERAL
Payloads going to or returning from the Space Station are transported via the Shuttle.  During this phase, payload activity timeline changes are coordinated through the POIC.  Changes to the requirements during ascent, joint operations, or descent are coordinated by SOC.  Once the payload is transferred from the Shuttle to the ISS, the timeline for the payload becomes the responsibility of TCO.

PROCEDURE

1. If a change to the Shuttle timeline is requested, SOC coordinates with User concerning those changes and an OCR is submitted per SOP 1.6.

JOIP NOTE: SOC coordinates all timeline changes with the ACO team.

2.
SOC consults with LIS Rep to determine payload priority, as required.

3.
If the timeline change affects the Station timeline, SOC coordinates with TCO.

4.
After the OCR is approved, SOC inputs changes to the Shuttle timeline in the form of a Flight Note.

SOP 5.2.3

TITLE

ETOV SAFETY OPERATIONS 

PURPOSE
To define procedures used by the POIC for coordination of safety issues for payload activities in the Shuttle and MPLM during the ascent, joint operations, and descent phases. 

participation

POD



SOC






POIC Safety

User

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Sections 5 and 6

GENERAL
Payloads going to or returning from the Space Station are transported via the Shuttle.  During this phase, payload safety issues are coordinated through the POIC. 

PROCEDURE

1. If there is a safety issue, POD may call in POIC Safety to coordinate with POD, 
SOC, and 
User.

JOIP NOTE: POD coordinates all ETOV safety issues with ACO.

2.
POD keeps SOC and POIC Safety apprised of any safety decisions made between ACO Team and POD concerning payloads. Once decisions are made, the SOC will work with the ACO Team and POIC cadre members to implement the decisions.

SOP 5.3

TITLE

ETOV TRANSFER OPERATIONS PHILOSOPHY

PURPOSE
To define the philosophy for coordination of payload transfer from the ETOV carrier (Shuttle or MPLM) to the ISS and vice-versa. 

GENERAL
ACO coordinates all transfers between the ETOV carrier and the ISS.  The payload transfer phase from the ETOV carrier to the Station includes the payload’s removal from the ETOV carrier and its movement to its designated location on the ISS.  The payload transfer phase from ISS to the ETOV carrier includes the payload’s movement from the ISS to its designated location and its installation into the ETOV carrier.  There are separate SOPs for installation, removal, and checkout of ISS payloads.  SOC monitors transfer status, coordinates overall transfer operations, and serves as the POIC interface to MCC-H (Shuttle).  SOC hands over the POIC responsibility for the payload to OC when the transfer operations are complete:

1) Transfer is completed per the Transfer List

2) Successful completion of the powered payload transfer procedure

3) Exhausted documented off-nominal attempts to power payload.



(Reference SOP 5.4 and JOIP 6.2 - 6.4.)

All rack transfers are unpowered and are coordinated by ACO with SOC support, as required.  The crew removes the rack from the MPLM and physically installs it in its designated location in the lab.  The crew, with MCC-H support, performs installation and a minimal checkout before the rack is handed over to the POIC.  

For unpowered subrack payloads, ACO coordinates transfer from the middeck, MPLM, or SPACEHAB module, with the participation of all appropriate disciplines and support from SOC, as required. ACO oversees the transfer and stowage of the payload into its location to  completion.  After it is secured, responsibility is handed over to the POIC, who is responsible for completion of installation and checkout. (Reference SOP 5.4 and JOIP, SOP 6.)

ACO leads powered transfer operations with support from POIC, as required, until the payload can be reactivated to its prior state and handed over to the POIC.  Throughout this process, the MCC-H and POIC operators support any operations associated with their individual disciplines.  Prior to POIC and MCC-H handover, ACO coordinates with SOC to obtain answers to any payload-related questions.

Timeline changes during the transfer time will be worked jointly between SOC and TCO.  SOC is responsible for coordination of the Shuttle timeline changes, and TCO is responsible for Station timeline changes.  TCO and SOC will work closely with one another to make sure any changes to one timeline are represented in the other timeline. TCO obtains full responsibility for the timeline of a payload once it is transferred from the Shuttle.

SOP 5.3.1

TITLE

ETOV STOWAGE TRANSFER OPERATIONS 

PURPOSE
To define the procedures for the coordination of payload stowage as it is transferred from the ETOV carrier (Shuttle or MPLM) to the ISS and vice-versa. 

participation

SOC

POD



POIC Stowage


EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Section 6

GENERAL
ACO has the primary responsibility for payload stowage transfer operations.  ACO Transfer develops the Transfer Lists that defines the plan for transferring stowage items.  See SOP 5.3.4 for the Transfer List coordination.  

Normally, stowage items are not timelined.  The crew will transfer the items per the priority indicated on the Transfer List, but have the flexibility to change the order to improve their efficiency. SOC monitors the transfer operations and serves as the POIC point-of-contact if problems or questions arise. SOC communicates with Users and POIC cadre via the SOC loop, and with ACO Transfer via the ETOV COORD loop.

PROCEDURE 

1. SOC monitors realtime transfer activities to coordinate answers to any questions or problems that arise with ACO Transfer.  SOC informs POD of any problems or questions.

JOIP NOTE: If an OCR is accepted requiring an addition or deletion of the Transfer List items, POD informs IPM of the need for a Chit to implement the change. SOC serves as the POIC point-of-contact to the ACO team when implementing the changes to the transfer requirements.

2. SOC monitors crew end-of-day transfer conference to determine the daily progress of the transfer of stowage items and the final ISS location.  SOC receives and posts the daily update to the Transfer List per SOP 5.3.4.

3. SOC coordinates any discrepancies between expected transfer activities and actual transfer activities to POD, POIC Stowage, and other affected parties.

SOP 5.3.2

TITLE

ETOV POWERED PAYLOAD TRANSFER OPERATIONS 

PURPOSE
To define procedures for coordination of powered payload transfer from the ETOV carrier (Shuttle or MPLM) to the ISS and vice-versa. 

participation

POD

SOC

PRO

OC

User

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Section 6

GENERAL
ACO has primary responsibility for the payloads during their transfer between ETOV carrier and ISS. SOC is the POIC POC for any payload issues while the payload is in the ETOV carrier.  Once the payload enters  transfer is complete as defined in SOP 5.3), OC becomes responsible for payload issues.  SOC coordinates all transfer issues with the ACO team on the ETOV COORD loop.  

PROCEDURE 

A. ETOV Carrier to ISS

1.  Pre-transfer:

(a)
PRO configures the ISPR PLSS and EXPRESS Rack per the OSTP for installation.

(b)
PRO notifies OC when configuration is complete.

(c)
For Facility racks, PRO notifies Facility Operator when the PLSS is configured.

(d)
Facility Operator configures the Facility ISPR and notifies the OC when configuration is complete.

(e)
OC notifies POD when the rack is ready to receive the payload.

JOIP NOTE: POD gives ISS FD and ACO a “Go” for transfer on the ISS FD loop.

2.  Payload removal and transfer:

JOIP NOTE: SOC supports the ACO team during removal from the Shuttle and during transfer.

(a)
During transfer, SOC reports any payload issues to POD.

(b)
SOC interfaces with the Users when resolving payload issues.

(c)
SOC coordinates resolution with POD. 

JOIP NOTE: POD informs ACO of the final resolution via the PRIME Ops loop.

(d)
Once the payload transfer is complete, SOC hands the above responsibilities to OC. 

3.
Post-transfer:  User (or PRO if appropriate) activates the payload from the survival state as part of ISS operations.

B.  ISS to ETOV Carrier

1.
Pre-transfer:  User (or PRO if appropriate) deactivates the payload to the survival state as part of ISS operations.

JOIP NOTE:  SOC coordinates with the ACO team to ensure the Shuttle is ready for the payload. 

(a)
SOC notifies POD that the Shuttle is ready to receive the payload.

(b)
For EXPRESS Racks, PRO configures the rack per the OSTP for payload removal.  For Facility racks, the Facility Operator configures the rack for payload removal.

(c)
PRO/Facility Operator notifies OC when rack configuration is ready for payload removal.

(d)
CPO sends shutdown notification to PL MDM.

(e)
OC notifies POD when the payload is ready for transfer.

JOIP NOTE: POD gives ISS FD and ACO a “Go” for transfer.

2.  Payload transfer and installation into Shuttle:

JOIP NOTE: SOC coordinates with ACO during payload transfer and installation into the Shuttle.

(a)
SOC assumes all the payload responsibilities from OC once the payloadtransfer begins. SOC and OC continue working together, monitoring the payload power-down time until payload transfer and installation is complete. OC/PRO/Users monitor transfer activities and support SOC as necessary.  

(b)
SOC reports any payload issues to POD. Payload anomalies are documented in a PAR per SOP 1.7. 

(c)
SOC interfaces with Users when resolving payload issues.

(d)
SOC coordinates resolution with POD. 

JOIP NOTE: POD informs the ACO of the final resolution via the PRIME Ops loop.

SOP 5.3.3 

TITLE

ETOV UNPOWERED PAYLOAD TRANSFER OPERATIONS 

PURPOSE
To define the procedures for coordination of unpowered payloads, including rack, transfer from the ETOV carrier (Shuttle and MPLM) to the ISS and vice-versa. 

participation

POD

SOC

 

OC


Users

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Section 6

GENERAL
ACO has the primary responsibility for the payloads during their transfer between Shuttle and ISS.  SOC is the POIC POC for any payload issues while the payload is in the ETOV carrier.  Once the payload transfer is complete, OC becomes responsible for payload/rack issues.  SOC coordinates all transfer issues with the ACO team on the ETOV Coord loop.

NOTE:  This procedure assumes that payload activation after ETOV-to-ISS transfer and payload deactivation prior to ISS-to-ETOV transfer will be timelined as part of ISS operations.
PROCEDURE 

A.  ETOV Carrier to ISS

JOIP NOTE: SOC supports the ACO team during payload removal and transfer.

1. SOC verifies with OC that the ISS location is physically configured to accept the payload.

JOIP Note: With POD concurrence, SOC notifies ACO Transfer that payload is go for transfer.

2.
SOC reports any payload issues to OC and POD.

3.
SOC interfaces with OC and Users to resolve payload issues before transfer starts.

4.
SOC coordinates resolution with OC and POD. 

JOIP NOTE:  POD informs FD/ACO of the final resolution via the PRIME OPS loop.

5.
Once the payload transfer is complete, SOC hands the above responsibilities over to OC.

B.  ISS to ETOV Carrier

JOIP NOTE: SOC supports the ACO team during payload removal and transfer.

1.
While in the Station, OC reports any payload issues to POD and SOC. 

2. OC coordinates resolution with SOC and POD.

JOIP NOTE:  POD informs ACO of the final resolution via the PRIME OPS loop.

3. OC verifies payload configuration ready for transfer.

4.
SOC verifies ETOV carrier is ready to accept payload.

JOIP NOTE:  With POD concurrence, SOC notifies ACO Transfer that payload is go for transfer.

5.
Once the payload transfer has begun,  SOC assumes all payload responsibilities. 

SOP 5.3.4

TITLE

COORDINATION OF THE TRANSFER LIST

PURPOSE
To describe the coordination required between the MCC-H, SOC, and other POIC cadre for the Transfer List.

parTicipation

POD



SOC

POIC Cadre 

Users

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Joint Operations Interface Procedures (JSC 28179), Volume C, Section 6

GENERAL
The ACO Transfer builds the Transfer List .  These tables (Excel files) are used by the crew to track overall transfer ops and are updated daily during the flight by the ACO Ttransfer.  If a transfer procedure involves just a few simple steps, those steps are generally included in the Transfer List.  If the procedure is more complex, then the Transfer List references the appropriate procedure. The Transfer List may also include key constraints to facilitate successful transfer operations; e.g., noting that a payload cannot be moved to the ISS until an EXPRESS Rack is transferred to the ISS.  

Note that the Transfer List is a dynamic document and is not usually finalized until after late stow operations are complete. ACO generates a Mission Action Request (Chit) at ~L-13 hours to baseline the Transfer List for that flight.  The Transfer List is subject to change 

throughout the mission, in response to other Chits or crew activity, and thus will be updated/statused daily (via Chit) by the ACO team.  

SOC is the POIC point-of-contact for acquiring the Transfer List from the ACO team and placing it in PIMS. SOC acquires pre-flight Transfer Lists via email or web from ACO Transfer, receiving new versions as they become available. POD and SOC are on distribution for the Chit that baselines the Transfer List just prior to flight.  

During flight, SOC interfaces with ACO Transfer on changes to payload transfer plans and daily crew transfer progress.  Any User or POIC requirements for changes to payload transfer plans are coordinated via an OCR in the POIC. Once the OCR is approved, POD then coordinates with ACO IPM to generate a Chit to change the Transfer List.  SOC serves as the POIC point of contact for any coordination required for evaluating Chits that affect payload transfers.  

The ACO Transfer updates the Transfer List daily. SOC is on distribution to receive these daily updates.  The updated Transfer List is posted in PIMS and the RICO Realtime Web page for access by the POIC and Users.

PROCEDURE 

1.
Pre-mission, SOC receives the Transfer List via email from ACO Transfer.  Updates are provided as often as required. SOC maintains an up-to-date version of the Transfer List in PIMS.

JOIP NOTE: ACO Trnasfer provides SOC with the pre-mission Transfer List via email (JOIP procedure 6.1).

2.
SOC posts the baselined Transfer List to PIMS when received (~L-12 hours).

3.
During the transfer operations, SOC monitors A/G and S/G communications affecting transfer. SOC supports POD (on the POD loop) in coordinating responses to any questions or problems regarding the Transfer List.

4.
Changes to payload transfer operations required by Users or POIC cadre are requested via an OCR.

JOIP NOTE: Once the OCR has been approved, POD coordinates with IPM of the need for a Chit documenting the change. SOC works with ACO Transfer (on ETOV COORD loop) to coordinate the review of the Chit and details of the implementing the change.

JOIP NOTE: SOC coordinates with ACO Transfer to work any changes to the transfer requirements or to answer any questions (JOIP procedure 6.2).

5.
SOC, along with ACO Transfer, monitor the end-of-day crew transfer status report.  SOC coordinates and provides the question or problem resolution for POIC.

JOIP NOTE:
SOC provides the problem resolution to ACO Transfer.  Transfer List updates are provided daily to the crew via the Execute Package (JOIP procedure 6.1).

6.
SOC places the daily Transfer List update in PIMS and emails to RICO for posting on the RICO Realtime Information web page for interested POIC cadre and Users to access.  The PIMS folder is MISCELLANEOUS/TRANSFER LISTS, and files will be named with mission number and GMT of file creation in PIMS (e.g., 5A1_023-1530, UF1_253-0351). 

JOIP NOTE: ACO Transfer provides SOC with the Transfer List updates daily via email; alternately, SOC receives the updates via distribution of the daily Chit documenting the updates (JOIP procedure 6.1 or procedure TBD).

SOP 5.4

TITLE
PAYLOAD INSTALLATION, CHECKOUT, AND DEACTIVATION PHILOSOPHY

PURPOSE
To define the procedures to be used by the POIC for installation, activation, and deactivation of payload hardware in the proper ISS configuration and to verify the payload, related ISS, and ground systems are operating in nominal condition prior to starting payload operations.

participation

POD


PRO




User


SOC

CPO

PHANTOM
PAYCOM



OC



DMC

POIC Cadre

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Pressurized Payloads Generic Verification Plan (SSP 57010)

Joint Operations Integrated Procedures (SSP 28179) Volume C, Section 6

NASA Payload Regulations, N3.1-3, SSP 58313

GENERAL

Prior to ETOC docking, all possible payload hardware must be collected, disassembled, and stowed in preparation for return to earth. The ACO is responsible for ETOV transfer and structural installation of all payloads following ETOV transfer, with support from POIC cadre and Users.  For sub-rack payloads with time-critical powered-down time, the ACO is also responsible for activation to survival state following ETOV transfer. The POIC is responsible for all payload transfer and installation operations that occur exclusively with the ISS (from one ISS location to another). The details of responsibility are in procedures for each of the categories of payload hardware.

Payload checkout is performed by the POIC cadre, Users, and crew and includes operations required to verify that the payload operates properly and safely prior to initiating User autonomous science operations.

Payload deactivation is performed by the POIC cadre, Users, and crew and includes operations to place the payload in proper configuration and state for termination of on-board operations or transfer to a new ISS location.

SOP 5.4.1

TITLE
EXPRESS RACK INSTALLATION, CHECKOUT, AND DEACTIVATION

PURPOSE
To define the procedures to be used by the POIC cadre for installation, activation, and deactivation of an EXPRESS rack in the U.S. Lab.

participation

POD

PRO

User

CPO

OC

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Pressurized Payloads Generic Verification Plan (SSP 57010)

Joint Operations Integrated Procedures (SSP 28179) Volume C, Section 6

Joint Operations Integrated Procedures, Procedure 9.15 

NASA Payload Regulations, N3.1-3, SSP 58313

POIC Ground Command Procedures Book, Volume 2 (SSP58703-02), Secton 2.1.2, EXPRESS Rack and Ground (PRO) Checkout

GENERAL

This procedure is used to install, check out, activate, and deactivate an EXPRESS Rack.  Because of the importance and relative infrequency of rack installations, more coordination and approval is warranted for initial activation of the program-critical hardware.  

PROCEDURE

A. Installation

JOIP NOTE: MCC-H ACO, with SOC support as required, coordinates EXPRESS Rack to U.S. Lab connections.  during structural transfer and installation. ACO notifies ISS FD when the EXPRESS Rack installation is complete and the rack is ready for handover to PRO. PRO monitors and supports crew activity and reports progress and issues to POD (reference JOIP 6.2).

JOIP NOTE: MCCH OSO, with OC support as required coordinates EXPRESS Rack to U.S. Lab interface connections. For EXPRESS Racks with ARIS , OSO coordinates permanent installation of ARIS actuators, pushrods, snubbers, and umbilicals. OSO notifies ISS FD when the EXPRESS Rack is complete and the rack is ready for handover to POIC (reference JOIP 6.2).

1.
OC Notifies POD with the EXPRESS rack installation is complete

B. Activation and Checkout

JOIP NOTE: PRO coordinates with THOR, PHALCON, and ECLSS Officer in accordance with the OSTP to support rack activation.

1.
OC informs POD the rack is ready for activation. OC gets a Go from POD to proceed with the activiation.

2.
OC directs CPO to enable PRO for rack and PLSS commanding per the Command Plan.

3.
After RFCA initialization is complete and in a nominal state,  PRO closes the Remote Power Controllers (RPC) to apply main and safing power to the rack.

4.
PRO coordinates with CPO to send the Start-up Notification Command.

5.
PRO configures the rack and verifies the proper rack health and status.

JOIP NOTE: PRO requests ECLSS Officer to initiate FDS and AAA monitoring.

6.
PRO notifies OC on OC loop when all constraints to the operation of the rack are satisfied.

7. OC informs POD the EXPRESS Rack is ready for the rack checkout procedure to be performed by the crew.

8. At completion of crew checkout, PRO performs the ground checkout procedure (GCP Vol. 2, Section 2.1.2, EXPRESS Rack Ground (PRO) Checkout).

9. PRO notifies OC/POD when the ground checkout is complete.

NOTE:

For EXPRESS Racks with ARIS, PRO activates ARIS, transfers control files, and calibrates ARIS per the OSTP. This is an activity that may extend in duration beyond the initiation of non-ARIS functions of the rack.

C.
Deactivation

1.
OC informs POD the rack is ready for deactivation. OC gets a Go from POD to proceed with the deactivation.

JOIP NOTE: PRO coordinates with ECLSS Officer to terminate FDS and AAA monitoring.

2. PRO sends the rack shutdown command.

3.
After PRO verifies rack health and status is stale, PRO notifies CPO to send the Shutdown Notification Command.

4.
PRO opens the safing and main RPCs to remove power from the rack.

JOIP NOTE: PRO coordinates with THOR to terminate TCS resources.

5.
PRO reports rack deactivation to OC.

6.
OC informs POD that the rack is deactivated.

SOP 5.4.2

TITLE
FACILITY RACK INSTALLATION, CHECKOUT, AND DEACTIVATION

PURPOSE
To define the procedures to be used by the POIC and Users for installation, activation, and deactivation of a facility rack in the U.S. Lab.

participation

POD

PRO

User

CPO

OC

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Pressurized Payloads Generic Verification Plan (SSP 57010)

Joint Operations Integrated Procedures (SSP 28179) Volume C, Section 6

Joint Operations Integrated Procedures, Procedure 9.15 

NASA Payload Regulations, N3.1-3, SSP 58313

GENERAL

Because of the importance and relative infrequency of rack installations, more coordination and approval is warranted for initial activation of the program-critical hardware.  In the case of facility racks, the coordination of activities and communication involves our interfaces with the User community as well as ISS systems.

PROCEDURE

A. Installation in ISS following ETOV transfer

JOIP NOTE: MCC-H ACO, with SOC support as required, coordinates Facility  rack to U.S. Lab  connections during structural transfer and installation. ACO notifies ISS FD when the Facility rack installation is complete and the rack is ready for handover to PRO.  PRO monitors and supports crew activity and reports progress and issues to POD (reference JOIP 6.2).

JOIP NOTE: MCC-H OSO, with OC support as required coordinates Facility Rack to U.S. Lab interface connections. OSO notifies ISS FD when the Facility Rack installation is complete and the rack is ready for handover to POIC (reference JOIP 6.2). 

1.
OC notifies POD and Facility User when the Facility rack installation is complete.

B. Activation and Checkout

JOIP NOTE: PRO coordinates with THOR, PHALCON, and ECLSS Officer in accordance with the OSTP to support rack activation.

1.
OC informs POD and User the facility rack is ready for activation. OC gets a Go from POD to proceed with the activation.

2.
OC directs CPO to enable PRO for PLSS commanding per the Command Plan.

3.
After RFCA initialization is complete and in a nominal state, PRO closes the RPCs to apply main and safing power to the rack.

4.
PRO coordinates with CPO to send the Start-up Notification Command.

5.
PRO and User verify rack health and status.

JOIP NOTE: PRO requests ECLSS Officer to initiate FDS and AAA monitoring.

6.
PRO notifies OC on the OC loop when all PLSS resource requirements and constraints to the operation of the facility rack are satisfied.

7.
OC informs POD and Facility User that the facility rack is ready for turnover to User.

8.
CPO enables User for commanding per the Command Plan. 

9.
User performs the facility checkout procedures and reports results to OC. 

10.
OC informs POD the facility rack is ready for operations.

11.
POD approves the facility for operations

C.
Deactivation

1.
User notifies OC the facility is ready for deactivation. OC gets a Go from POD to proceed with the deactivation

JOIP NOTE: PRO coordinates with THOR, PHALCON, and ECLSS Officer in accordance with the OSTP to support rack deactivation.

JOIP NOTE: PRO coordinates with ECLSS Officer to terminate FDS and AAA monitoring. 

2.
User shuts down the facility rack and notifies OC.

3.
CPO disables User for commanding and notifies OC.

4.
CPO sends the Shutdown Notification Command.

5.
PRO opens the safing and main RPCs to remove power from the facility rack. 

JOIP NOTE: PRO coordinates with THOR to terminate TCS resources. 

6.
PRO reports rack deactivation to OC. 

7.
OC informs POD and Facilities User that the rack is deactivated. 

SOP 5.4.3




RESERVED
SOP 5.4.4 

TITLE
UNPOWERED EXPRESS SUBRACK PAYLOAD INSTALLATION, CHECKOUT, AND DEACTIVATION FOR TRANSFER

PURPOSE
To define the procedures used by the POIC and Users for EXPRESS subrack payload installation, activation and deactivationactivities that occur in conjunction with ETOV transfers and to define the procedures for transferring a payload from one ISS location to another ISS location.   This procedure is to be used for payloads that do not require continuous power.

participation

POD


PRO

User

CPO

PAYCOM

OC


SOC

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Pressurized Payloads Generic Verification Plan (SSP 57010)

Joint Operations Integrated Procedures (SSP 28179) Volume C, Section 6

Joint Operations Integrated Procedures, Procedure 9.14 

NASA Payload Regulations, N3.1-3, SSP 58313


GENERAL

There are two types of payload transfers:

1) Transfers between ETOV and ISS

2) Transfers between two ISS locations

This procedure addresses all steps to be performed after the completion of ETOV to ISS transfers and deactivation activities prior to ISS to ETOV transfers. Prior to ETOV docking, all possible payload hardware must be collected, disassembled, and stowed in preparation for return to Earth. This procedure also covers all activities associated with transfers from on ISS location to another ISS location. This SOP is valid for all EXPRESS Racks, including EXPRESS Racks with ARIS. 

PROCEDURE

A.  Installation in ISS following ETOV transfer

1. The ETOV transfer operations are performed per SOP 5.3.3. PRO monitors and provides technical support to the SOC/OC as necessary.

JOIP NOTE: MCC-H ACO oversees crew activity during structural installation into a rack as part of their transfer and stowage responsibility. The rest of the installation of the payload (cabling between the payload and the rack and other subrack payload components) is the POIC’s responsibility and is completed using subrack payload installation procedures (reference JOIP 6.4).

2. 
PRO notifies OC that the EXPRESS Rack is ready for subrack payload installation per 
the OSTP.

3.
 OC monitors the payload installation activities that are being performed by the crew and coordinates resolution of any issues. 

4.
Crew reports completion of the payload installation to PAYCOM or CAPCOM.

B.
Activation and Checkout following ETOV or ISS internal transfer

JOIP NOTE: PRO coordinates with THOR, PHALCON, and ECLSS Officer in accordance with the OSTP to support payload activation.

1.
OC informs POD and User(s) the payload is ready for activation.

2.
OC directs PRO to verify the rack and PLSS resources are configured to support payload activation per the OSTP.

3.
Crew performs payload activation.  PRO and CPO determine when the payload is activated, and CPO sends the Start-up Notification Command.  

4.
PRO and User verify proper payload health and status.

5.
CPO enables limit checking in the LCDT, if required.

6.
PRO notifies OC when all PLSS resource requirements and constraints to the operation of the payload are satisfied.

7.
OC informs POD and User that the payload is ready for nominal operations in accordance with the 
OSTP. 

C.
Deactivation Prior to ETOV or ISS Internal Transfer

1.
User prepares the payload for final deactivation in accordance with the OSTP and notifies OC.

2.
CPO disables limit checking in the LCDT, if required.

3.
OC notifies POD the payload has finished operations. CPO disables the User for commanding per the command plan.

4.
Crew performs payload deactivation.  PRO and CPO determine when the payload is deactivated, and CPO sends the Shutdown Notification Command.

5.
PRO configures rack and PLSS resources for operation without the payload.

6. Crew performs decable and stowage in preparation for transfer.

SOP 5.4.5

TITLE
CONTINUOUS POWERED EXPRESS SUBRACK PAYLOAD INSTALLATION, CHECKOUT, AND DEACTIVATION, FOR TRANSFER

PURPOSE
To define the procedures used by the POIC and Users for EXPRESS subrack payload installation, activation and deactivation activities that occur in conjunction with ETOV transfers and to define the procedures for transferring a payload from one ISS location to another ISS location.  This procedure is to be used for payloads that require continuous power.

participation

POD


PRO


User

SOC

CPO


PAYCOM

OC

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Pressurized Payloads Generic Verification Plan (SSP 57010)

Joint Operations Integrated Procedures (SSP 28179) Volume C, Section 6

Joint Operations Integrated Procedures, Procedure 9.14 

NASA Payload Regulations, N3.1-3, SSP 58313

GENERAL
Payloads that require continuous power have a constraint of no more than 30 minutes (typical) of loss of power during transfer.  For this reason, extra coordination is required to assure that transfer operations and readiness of receiving equipment are correct. There are two types of payload transfers:

1) Transfers between ETOV and ISS

2) Transfers between two ISS locations
This procedure addresses all steps to be performed after the completion of ETOV to ISS transfers and deactivation activities prior to ISS to ETOV transfers. Prior to ETOV docking, all possible payload hardware must be collected, disassembled, and stowed in preparation for return to Earth. This procedure also covers all activities associated with transfers from on ISS location to another ISS location. This SOP is valid for all EXPRESS Racks, including EXPRESS Racks with ARIS.
PROCEDURE

A.
Payload Activation and Checkout Following ETOV or Internal ISS Transfer

NOTE:

Subrack payload installation and activation to survival state following ETOV transfer is addressed in SOP 5.3.2.

1. Crew performs payload activation. PRO determines when the payload is activated, and tells CPO to send the Start-up Notification Command.

2.
OC notifies POD that the payload is activated and ready for checkout per the OSTP.

3.
PRO and User verify proper payload health and status.

4.
CPO enables limit checking in the LCDT, if required.

5.
OC informs POD the payload is ready for User checkout.

6.
CPO enables User for commanding. 

7.
User performs payload checkout and reports results to OC. 

8.
OC informs POD the payload checkout is complete.

B.
Deactivation,  Transfer, and Installation into 
another ISS EXPRESS Rack Location 

NOTE: Deactivation of a payload in preparation for ETOV transfer is addressed in SOP 5.3.2.

1. On POD Go, PRO configures the new EXPRESS Rack location for the payload to be transferred per the OSTP. 

2. The crew deactivates, transfers, and installs the payload into the new location. OC monitors the crew activity and resolves issues. The PRO and User provide technical support as necessary.

3.   The crew completes the payload installation. The cadre should return to Section B, Payload Activation and Checkout Following ETOV or Internal ISS Transfer.


























































1. 

2. 



3. 
4. 
5. 
6. 
7. 
8. 
9. 












SOP 5.5

TITLE

U.S. PODF MANUAL RECONFIGURATION IN THE HOSC

PURPOSE

To define the procedure used by the POIC for reconfiguration of the U.S. PODF and U.S. SODF files and MPV libraries between increments and flights.

PARTICIPATION

PODF Support

SYSCON

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Operations Data File Management Plan (SSP 50252)

U.S. Payload Operation Data File Management Plan (SSP 58700)

Multilateral Payload Regulations (SSP 58002), Section M5.1-1

NASA Payload Regulations (SSP 58313), Section N5

Operations Data File Standards (SSP 50253)

Operations Nomenclature (SSP 50254)

Operations Nomenclature, Annex E, U.S. Specific Operations Nomenclature (SSP 50254)

Joint Operations Interface Procedures (JSC 28179)

GENERAL

This procedure will define the steps required to update the EHS MPV library at the beginning of an increment, the beginning of a Shuttle flight, or during an increment.

Procedure

JOIP NOTE:  A U.S. PODF MPV Increment library CD-ROM is created for SODF, and a copy is made for HOSC.

1. PODF Support creates a PODF Increment MPV library CD-ROM at the MSFC Fabrication facility and loads this data on the MPV server in the HOSC via the PODF Mission PC.

2. PODF Support receives a SODF Increment MPV library CD-ROM from JSC and loads this data on the MPV server in the HOSC via the PODF Mission PC.

3. PODF Support creates a CD-ROM with the PODF MPV library late updates at the MSFC Fabrication facility and loads this data on the MPV server in the HOSC via the PODF Mission PC.

4. PODF Support retrieves the SODF MPV Library updates from the JSC drop box and loads this data on the MPV server in the HOSC via the PODF Mission PC.

5. PODF Support copies the applicable PODF and SODF documents from the previous PIMS MOP to the new MOP.

6. PODF Support loads the new PODF and SODF documents from the new PIMS MOP.

7. PODF Support announces on the POD loop the PODF reconfiguration is complete.

SOP 5.5.1 

TITLE

MANUAL CREW ETOV PROCEDURE 

PURPOSE

To define the procedure for changes to manual ETOV procedures. 

PARTICIPATION

POD



PODF Support



POIC Cadre

Users



SOC

EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Operation Data File Management Plan (SSP 50252)

U.S. Payload Operation Data File Management Plan (SSP 58700)

GENERAL

ETOV procedures are procedures for operating an ISS payload in transport to/from the Station.  ETOV procedures are located in the SODF or FDF.  ETOV procedures are subject to the same standards, format, etc., as a procedure in the PODF or SODF.  ETOV procedure changes must be approved by the POIC cadre.

Changes to payload procedures contained in the SODF/FDF will be reviewed by the POIC cadre and User. Upon POD approval, the changes files will be transferred to JSC (Shuttle personnel) who will uplink the procedures changes to the Shuttle.  The SOC will be the primary coordinator for resolving issues and comments between the cadre and User.  Due to the nature of Shuttle operations, procedures changes will be expedited through the OCR process.

PROCEDURE

1. User submits an OCR per SOP 1.6.1 with the new or updated procedure.  The supporting attachments for this OCR will consist of the items described in Table 2.1-I as appropriate to the change.  All ETOV files are available on the SODF web sitehttp://mod.jsc.nasa.gov/DO3/SODF. 

2.
POIC cadre reviews OCR per responsibilities listed in Table 5.5.1-I and submits 
comments to SOC by reviewer attachments or by the CM log notes function.

TABLE 5.5.1-I ETOV REVIEW RESPONSIBILITIES

	CADRE
	REVIEW RESPONSIBILITY

	POD
	Verify for Flight Rules and PL Regs compliance.

	OC
	 Review for operational consistency and completeness, safety-related issues, compliance with FR, PL Regs, experiment/PL interface agreements, and resource allocation.

	PRO
	Review for EXPRESS Payload transfer interface issues.

	DMC
	Review for possible Shuttle data/video impacts.

	PHANTOM
	Review for possible Shuttle video impacts.

	LIS Rep
	Verify consistency with integrated science priority.

	PODF SUPPORT
	Verify PODF data to OpNom.

	POIC SAFETY
	Review for safety and hazard controls.  Review for Flight Rules compliance.  Updates the PHCM as needed.

	POIC STOWAGE/
	Review stowage callouts.

	SOC
	Verify Shuttle resources.

	PAYCOM
	Verify correct usage of “(POIC” and “NOTIFY POIC.” Verify procedure is concordant with crew training.

	User
	Verify the implementation and technical accuracy of the change and reviewer comments.

	CPO
	Review for operations that affect commanding and PL MDM


3.
SOC assesses and integrates OCR POIC cadre comments.  If conflicting or unclear 
comments are provided, SOC works to clarify and resolve any conflicting comments.

4. SOC contacts User indicating that the cadre comments are complete and can be reviewed .

5. Upon User approval of cadre comments, SOC incorporates the comments, formats the procedure to ODF standards, and sends via email the new/updated procedure to the User.

6. User reviews it for technical accuracy, change implementation, and comment implementation. 

(a)
If the implementation had technical changes, User prepares an updated Validation Record Report to be sent to SOC via email and concurs. 

(b)
If the implementation did not have technical changes and is correct, User concurs to SOC.

(c)
If the implementation of the change or comments is not correct, User and SOC work to resolve the issues.

(d) If correct implementation of the cadre comments is in question, SOC requests the appropriate cadre member to review the implementation and concur with the implementation.

7. SOC submits the User’s concurrence and entire package as a reviewer attachment to the OCR.

8. POD approves the OCR.

9. SOC prepares the JSC Flight Note input and submits the procedure to ACO via email and cc the cadre and User.  

JOIP NOTE: ACO team notifies SOC of the uplink of the procedure on-board Shuttle.

10. SOC announces on the POD loop that the ETOV procedure is on-board.

11. SOC places the updated file in PIMS in the Crew Procedures folder in the subfolder ETOV and emails to affected User.

JOIP NOTE:  SODF drops the updated SODF MPV Library into the HOSC drop box and PODF Support processes per SOP 2.1.2.

SOP 5.6

TITLE
MPV RECONFIGURATION

PURPOSE
To define the steps used to perform a reconfiguration or an upgrade of the MPV servers.

participation

POIC Cadre
Users

IST (Marshall Data/SYSCON)

POD
PODF Support
EFFECTIVITY

Increment 2 and subsequent

REFERENCE DOCUMENTATION

Manual Procedure Viewer Multi-Admin Guide (JSC 28400)

Joint Operations Interface Procedures (JSC 28179), Volume C

GENERAL

Periodic software updates will be received for the MPV servers from MCC-H.  The IST personnel are responsible for installing any upgrades or new components to the MPV suite of software and supporting hardware.  All upgrades or reconfigurations must be coordinated with PODF Support in advance to avoid any loss of data or delays in deliverables.  As a general rule, all upgrades will be performed during normal HOSC working hours, 8 to 5, Monday through Friday.  The upgrade will be scheduled to minimize the impact to PODF Support and the cadre.  All MPV updates shall be verified and tested by the PODF MPV technical support contact prior to installation for operational use.  Any upgrade or new component of the MPV software will be received by the IST from HOSC CM. 

PROCEDURE

1. HOSC CM notifies the PODF MPV technical support contact that an MPV upgrade has been sent to IST.

2. PODF Support and the PODF MPV technical contact collects any constraints on when an upgrade can be performed from the cadre and ODF Console for each increment involved in any PODF activity.

3. The PODF MPV technical contact collects these constraints and uses them to coordinate with the MSFC HOSC Scheduling (MSO), HOSC Workload Control (WLC), and IST on the best time to upgrade the MPV servers.

4. When IST and the PODF MPV technical contact agree on a time, IST notifies the cadre of when the upgrade will happen and what systems will have to be brought down. IST also gives an estimate of how long the systems will be down.

5. Two days before the upgrade is scheduled, IST coordinates with the PODF MPV technical contact to ensure all necessary components have been received as well as any necessary special installation instructions.

6. Four hours before the scheduled upgrade, IST notifies PODF Support that the upgrade is about to take place and that any data needed before logging out of any systems that have to be brought down should be saved/archived.

7. One hour before the scheduled upgrade, PODF Support notifies POD, on the POD loop, that the MPV upgrade is about to take place and that cadre operators should expect to log out and be without specific MPV services for the estimated downtime.

8. At the scheduled upgrade time, IST notifies PODF Support, on the HOSC Ops loop, that the MPV servers are down.

9. PODF Support notifies POD, on the POD loop, that the MPV servers are down.

10. IST performs the necessary software/hardware reconfigurations and/or upgrades.  As needed, IST coordinates with the PODF MPV technical contact for any questions or problems encountered during the upgrade.  The total downtime to any specific application will not exceed 6 hours.  If the upgrade cannot be accomplished in this timeframe, IST returns the MPV server to the configuration it was in prior to the upgrade.  This will be 

accomplished within the 6-hour window. IST can then work any unforeseen problems with the PODF MPV technical contact and make another attempt at the upgrade at a later date.

11. IST notifies PODF Support, on the HOSC Ops loop, when the MPV server becomes operational again.  IST also includes any new path names that are needed for the new MPV components.  IST also notifies the PODF MPV technical contact, over the phone, that MPV is operational.

12. PODF Support reconfigures the MPV software and reloads any necessary MPV libraries or data.

13. PODF Support verifies the MPV software Multi-admin (parser) and MPV viewer capabilities.

14. PODF Support notifies POD, on the POD loop, that the MPV server is back up and that the cadre can log back in to their MPV application.

SOP 5.7

TITLE

POIC and  Remote sites COMMAND INTERFACE and VERIFICATION  

PURPOSE

To define the procedure required for all Users commanding through the POIC for command link verification.

participation

CPO 

SYSCON
      POD      
Users
               

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None currently identified

GENERAL

Following a new command database delivery, the command links between the POIC, MCC‑H, and remote sites will be verified before commanding resumes.

procedure

1. SYSCON notifies CPO that the command server and HOSC system are configured for command operations.

2. CPO monitors the commanding interface via CPO command display by verifying that there is a good command link status between MCC-H and POIC.

3. CPO monitors the commanding interface between Users, remote Users, and POIC via CPO HOSC Voice Distribution System (HVoDS) loops.

4. CPO coordinates any command link failures per SOP 2.16.

5. CPO enables User per command timeline.

6. CPO verifies proper command receipt.

7. If command failed, go to SOP 2.16.

SOP 5.8

TITLE

BASELINING THE BACKUP PL MDM FOR NEW INCREMENT TRANSITION AND OPERATIONS

PURPOSE
To define the steps taken to prepare the Backup PL MDM of the currently executing increment to serve as the Primary PL MDM for the next increment.  

participation

CPO
DMC

PRO
PSIV/F/F

EFFECTIVITY

Increment 2 and subsequent

reference documentation

Payload Executive Processor (PEP) Operations Manual (POIF-OC-0005)

Payload Multiplexer/Demultiplexer (PL MDM) User's Guide (D683-47376-1)

Joint Operations Interface Procedures (JSC 28179), Volume C (JSC 28179)

GENERAL
The current Backup PL MDM may be configured and baselined at the end of the current increment to serve as the Primary PL MDM for the next increment.  This is a planned and scheduled transition indicated by the OC team iURC mission planning activity model titled “CPO XTION CMD WINDOW".

The scheduling of this activity must be coordinated with the MCC-H ODIN cadre per JOIP JSC 28179, Volume C, Section 5, SOP 5.2.  Several ODIN activities may take place before the transition, and the following conditions must be met when this activity is scheduled:

1. All payloads have either ceased operations or no longer require PL MDM services for the current increment.  PES service requests and health and status monitoring are not available for payload operations.

2. The PL MDM is not required to route commands to the APS and PEHG.

3. The PL MDM is not scheduled to dump any CHeCS data.

4. The Lateral Transfer function (for example housekeeping packets from the APM) is not required.

When these conditions are met, the ODIN will send a “Switch logical PL MDM” command to the C&C MDM to be able to uplink files to the backup PL MDM.  The ODIN can then command the operational state of the primary PL MDM from operational to standby and power up the backup PL MDM.  The ODIN will handover the powered up backup PL MDM to the CPO in the standby state.

PROCEDURE

1.
The Payload Software Integration Verification/Facility (PSIV/F) delivers a new set of PL MDM Current Value Table (CVT) files to PIMS.

2.
CPO prepares the set of PL MDM CVT tables for uplink by placing them in the PIMS EHS drop box. 

3.
CPO coordinates with PRO to gather any Rack Interface Controller (RIC) configuration files, payload Timeliner automated procedure files, and payload data files that should be available on the PL MDM Mass Storage Device (MSD) at the start of payload operations and prepare them for uplink by placing them in the PIMS EHS drop box. 

4
CPO requests the uplink of the PL MDM CVT files and all other files staged in the PIMS EHS drop box for the start of payload operations.

5.
CPO commands the newly powered PL MDM to the operational state (command LADD96IM0501K Prim_PL_Xtion_Ops_State).  This will cause the PL MDM CVT tables to be read into PL MDM memory.

6.
If the payload Timeliner automated procedure functions are not used, then CPO issues the command to disable the User Interface Language Executor (UILE) software (LAVX96IM0010K, PEP_Timeliner_Disable_UIL_Executor_Cmd).  The default setting for the UILE software within PEP is to be activated when the PL MDM becomes operational, so disabling the UILE software will save unnecessary processing by the PL MDM.

7.
CPO coordinates with DMC to allow DMC to reconfigure the APS and reset APS port settings before payload operations begin.  This must occur after the PL MDM is commanded to the operational state so that APS commands may be routed through the PL MDM but before payload operations.

8.
CPO issues Payload Startup Notification commands (PEP_PAYLOAD_STARTUP_NOTIFICATION_CMD_TMP, LAVX96IM0036K) for all appropriate racks and subrack payloads that should be operating at the start of the new increment.

9.
CPO issues commands to start the appropriate PES services (Low Rate Telemetry, Ancillary Data Service, and Limit Check/Exception Monitoring) for all newly activated payloads.

10.
CPO issues the commands to start the appropriate User-Defined Profile (UDP) (also known as High Rate Profile) Ku-band downlink as required by the newly activated payloads and operations.

SOP 5.11

TITLE
PPS RECONFIGURATION

PURPOSE
To define the steps used to perform a reconfiguration or an upgrade of the PPS.

participation

POIC Cadre
Users
LPPs
PPM
TCO


BANDIT
PODSim LeadsTMM

FD42 Rep (PPS Systems Engineering Lead) 
SYSCON

IST-System Manager/DBA
MSO (MSFC HOSC Scheduling)

EFFECTIVITY

Increment 2 and subsequent

reference documentation

None

GENERAL

Periodic software updates will be received for the PPS from various sources.  The IST-System Manager/DBA is responsible for installing any upgrades or new components to the PPS suite of software and supporting hardware.  All upgrades or reconfigurations must be coordinated with the planning and data teams in advance to avoid any loss of data or delays in deliverables.  As a general rule, all upgrades will be performed during normal HOSC working hours, 8 to 5, Monday through Friday.  The upgrade will be scheduled to minimize the impact to PPS operators.  All PPS updates shall be verified and tested by the PPS development organization (FD42) prior to installation for operational use.  Any upgrade or new component to the PPS software will be received by the IST-System Manager/DBA from the FD42Rep. 

PROCEDURE

1. FD42 Rep notifies PPM that PPS upgrades have been sent to the IST-System Manager/DBA.

2. PPM collects any constraints on when an upgrade can be performed from the Lead Payload Planners (LPP) and Sim team leads for each increment involved in any Ops Prep activity.

3. PPM collects any constraints when an upgrade can be performed from TCO, TMM, and the Short-Term Planning team, including BANDIT.

4. FD42 Rep collects these constraints from PPM and uses them to coordinate with the IST- System Manager/DBA, who coordinates with MSO if downtime is required.

5. When IST- System Manager/DBA and FD42 Rep agree on a time, FD42 Rep notifies PPM of when the upgrade will happen and what systems will have to be brought down. FD42 Rep will also give an estimate as to how long the systems will be down and will identify any other impact (e.g., data migration).

6. PPM notifies the LPPs and Sim team leads of the planned PPS reconfiguration start time and down times associated with the event.

7. Four hours before the upgrade is scheduled, SYSCON notifies POD, TCO, and PPM on the POD loop that the upgrade is about to take place and that any data needed before logging out of any systems that have to be brought down should be saved/archived.

8. One hour before the scheduled upgrade, TCO notifies POD, on the POD loop, that the PPS upgrade is about to take place and that cadre operators should expect to log out and be without specific PPS services for the estimated downtime.

9. At the scheduled upgrade time, SYSCON notifies POD, on the POD loop for permission to take the PPS for the scheduled upgrade.

10. At the scheduled upgrade time SSYSON notifies TCO and PPM, on the HOSC Ops loop, that specific PPS components are down.

11. TCO notifies POD, on the POD loop, that the PPS components are down.

12. IST-System Manger/DBA performs the necessary software/hardware reconfigurations and/or upgrades.  As needed, IST-System Manger/DBA coordinates with the FD42 Rep for any questions or problems encountered during the upgrade.  The total downtime to any specific application will not exceed 6 hours.  If the upgrade cannot be accomplished in this timeframe, IST-System Manger/DBA will return PPS to the configuration it was in prior to the upgrade.  IST-System Manger/DBA can then work any unforeseen problems with the FD42 Rep and make another attempt at the upgrade at a later date.

13. SYSCON notifies TCO and PPM, on the HOSC Ops loop, when PPS becomes operational again.  IST-System Manger/DBA also includes any new path names that are needed for the new PPS components.

14. TCO notifies POD, on the POD loop, that PPS is back up and that the cadre operators can log back in to their PPS applications.

15. TCO, PPM, and the STP team log back into their PPS components to ensure they are operating correctly.  SYSCON will be notified, on the HOSC Ops loop, if any problems are encountered using the PPS components.

16. PPM notifies the LPPs and Sim team leads that the PPS reconfiguration was successful and that they can resume using the system. 

SOP 5.13

TITLE
POIC SYSTEM STATUS

PURPOSE
To establish procedures for verifying system status and readiness.  This procedure should be followed each time the POIC systems are updated or changed and each time systems are initialized for a support period.

participation
POD

Marshall Ops

EFFECTIVITY

Increment 2 and subsequent

reference documentation

 None

GENERAL

Marshall Ops is responsible to provide an overall POIC system status to the POIC cadre.  The status of POIC systems software upgrades, database changes, hardware additions, and improved or degraded services will be provided as they occur.   A readiness status prior to each transition period will be provided on the database software, equipment, and interfaces configured for that support.   

procedure

A.   POIC System Status

1. Marshall Ops will notify the POD of the POIC system status.  The status will include any of the following:

(a) Software upgrades and any new enhanced capabilities

(b) New database promoted to Baseline release, used for operational support 

(c) New hardware equipment installations and their applications

(d) Status on repaired equipment that applies to the POIC

(e) Status on failed or degraded equipment within the POIC

B.  POIC Transition Status

1. When the POIC systems are reconfigured during a transition for the next mission, Marshall Ops notifies POD when the POIC system is configured and ready for support.  This is a step included within the IST Support Count Handbook (SCH).

2. POD obtains confirmation from Marshall Ops or Marshall Data that the following elements of the system configuration have been verified for operational support.  The configuration is listed in the mission-related HOSC Scheduling Request (HSR) form and the HOSC Configuration Document.

(a)
EHS Server configuration

(b)
Command and Telemetry database

(c)
Server software version

(d)
Workstations assigned

(e)
User accounts (ID, passwords)

(f)
Internal/external communications

Voice

Video

Data

(g)
PDSS (Routing tables)

(h)
PIMS

(i)
PPS

(j)
Remote sites

(k)
Status on failed or degraded equipment, to include facility recovery timeframe and limitations
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SOP 6.1

TITLE
CREW EARTH OBSERVATION PLANNING PROCESS

PURPOSE
To define the methods and products used for Crew Earth Observation (CEO) scheduling.

participation

POD


TCO


User/CEO

EFFECTIVity

Increment 4 and subsequent

reference documentation

None

GENERAL

The CEO payload consists of the crew taking digital and Hasselblad photographs of selected earth observation targets. CEO target lists are sent to the crew each day to execute as they have time. On rare occasions (such as EVA days), CEO will be removed from the Task List. However, the targets are still sent up via OCA in case the plan changes. Also, CEO targets are sent up when ISS is in XPOP attitude, as the SM has multiple viewing windows where Earth observation may be possible. CEO targets are not normally sent up during joint operations with the Shuttle.

PROCEDURE

1. Each weekday Monday through Friday by 10:30 a.m. Central Time, CEO sends a target list to TCO for the following day via e-mail. The CEO PD has already screened the list for crew “awake” times and weather conflicts for each of the selected sites. On Friday, CEO sends three separate target lists, one each for Saturday, Sunday, and Monday.

2. TCO verifies the target lists to ensure all are within normal crew awake times including pre- and post-sleep; those outside normal crew awake times are deleted.

3. TCO sends the CEO target list to POD via e-mail for approval.

JOIP NOTE: Upon POD concurrence, TCO sends the target list to Ops Plan via e-mail by 2000 GMT to support Execute Package development.

4. Based on the target list, TCO creates a CEO External Condition in CPS. This external condition displays the CEO target times in the Ground Station band (also called VHF) of the OSTP. TCO exports the CEO External Condition as a Data Object File to the MCC-H Dropbox.

JOIP NOTE: TCO notifies RPE the file is in the dropbox; RPE imports the file into the following day’s OSTP. Ops Plan turns the target list message into an OCA message, adds CEO Ops to the Task List, and references the corresponding OCA message number in the Execution Note.

5. During normal development of USOS Daily Summary inputs, POD assigns TCO or PAYCOM (OC on weekends) to provide text for inclusion under Today’s Payload Activities to read: “CEO targets for today can be found in OCA message XX-XXXX” where XX-XXXX is the OCA message number assigned by Ops Plan. The choice of who gets the action depends on which MCC-H position is working on the Daily Summary: Ops Plan or CAPCOM.

JOIP NOTE: In some cases, the crew may mark the CEO activities “complete” on the Task List and annotate times in the activity record. TCO will get the crew annotations from Ops Plan once the SAR files are downlinked.

6. TCO includes the annotations in their Daily Status Report and also sends them via e-mail to CEO to aid in image processing.
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A. ABBREVIATIONS AND ACRONYMS

AAA
Avionics Air Assembly

A/G
Air-to-Ground

ACO
Assembly and Checkout Officer

ADS
Ancillary Data Services

AOS
Acquisition of Signal

AP
Automated Procedure

APID
Application Process Identifier

APM
Attached Pressurized Module

APS
Automated Payload Switch

APV
Automated Procedure Viewer
ARIS
Active Rack Isolation System

ASCP
Avionics Software Control

BANDIT
Bandwidth Integration Timeliner

BIST
Built-In Self-Test

BST
Bit Summary Table

CAM
Centrifuge Accommodations Module

CATO
Communications and Tracking Officer

C&C
Command and Control

C&DH
Command and Data Handling

C&T
Communications and Tracking

CB
Control Board

CCBD
Configuration Control Board Directive

CCSDS
Consultative Committee for Space Data Systems

CEIT
CPS to EDR Interface

CHeCS
Crew Health Care System

CIO
Cargo Integration Officer

CM
Configuration Management

CMC
Configuration Management Coordinator

CMILP
Consolidated Maintenance, Inventory, Logistics Planning

CO2 
Carbon Dioxide

COF
Columbus Orbital Facility

COR
Communications Outage Recorder

CPMT
Command Plan Management Tool
CPO
Command and Payload MDM Officer
CPS
Consolidated Planning System

CSE
Consolidated Sustaining Engineering

CSM
Command System Manager

CST
Central Standard Time

CVIU
Common Video Interface Unit

CVT
Current Value Table

DAR
Daily Activity Report

DBCB
Database Control Board

DBCR
Database Change Request

DCAL
Data Coordination Activities List

DCM
Document Configuration Manager

DCRG
Distribution Control Room Graphics

DDFP
Daily Data Flow Plan

DFP
Data Flow Plan

DMC
Data Management Coordinator

DMI
Designated Maintenance Items

DMT
Data Management Team

DOCR
Data Operations Control Room

DPC
Daily Planning Conference

DSRC
Data Scheduling and Routing and Configuration

ECLSS
Environmental Control and Life Support System

ECR
Engineering Change Request

EDR
External Data Repository

EGSE
Experiment Ground Support Equipment

EHS
Enhanced HOSC System

EI
Engineering Integration

EMCS
Enhanced Mission Communications System

EMU
EXPRESS Memory Unit

EPA
Early Payload Accommodation

EPS
Electrical Power System

ESR
Engineering Support Room

ETOV
Earth-to-Orbit Vehicle

ETR
Estimated Time to Recovery

EViDS
Enhanced Mission Communication System Video Distribution System

EVoDS
Enhanced HOSC Voice Distribution System

EWS
Emergency Warning System

EXPRESS
EXpedite the PRocessing of Experiments to Space Station

FAO
Flight Activities Officer

FD
Flight Director

FDF
Flight Data File

FDPA
Flight Dynamics Planning and Analysis

FDS
Fire Detection and Suppression

FGMT
File Ground Management Tool

FMS
Fluid Management System

FOC
Full Operations Capability

GAD
Ground Ancillary Data

GIANT
Globally Interconnected Advanced Network Telepresence 

GMT
Greenwich Mean Time

Gr&C
Groundrules and Constraints

GSE
Ground Support Equipment

GSRT
Ground Systems Requirements Team

GTD
Ground Track Display

HAZMAT
Hazardous Materials

HCR
HOSC Configuration Request

HOSC
Huntsville Operations Support Center

HPR
HOSC Problem Report

HRF
Human Research Facility

HRFM
High Rate Frame Multiplexer

HSD
HOSC Support Deck

HSG
Houston Support Group

HSR
HOSC Scheduling Request

HVoDS
HOSC Voice Distribution System
IDRD
Increment Definition Requirements Document

IEHA
Integrated Experiment Hazard Assessment

IEPT
International Execute Planning Team

IER
Inventory Event Report

IFAP
Intelligent Flight Activities Planner

IFM
In-Flight Maintenance

IIPE
International Interface Planning Engineer

IMMT
Increment Mission Management Team

IMS
Inventory Management System

IOP
Increment Operations Plan

IP
International Partner

IPM
Increment Payload Manager

ISO
Inventory Stowage Officer

ISPR
International Standard Payload Rack

ISR
Increment Scientists for Research

ISS
International Space Station

IST
Integrated Support Team

ITCS
Internal Thermal Support System

ITL
Inventory Transfer List

iURC
interim URC

JEM
Japanese Experiment Module

JMMT
Joint Mission Management Team

JOA
Joint Operations Agreement

JOIP
Joint Operations Interface Procedure

JOP
Joint Operations Panel

JSC
Johnson Space Center

LAN
Local Area Network

LCDT
Limit Check Definition Table

LIS
Lead Increment Scientist

LOR
Line Outage Recorder

LOS
Loss of Signal

LPP
Lead Payload Planner

LRC
Logistics & Resupply Coordinator

LRT
Low Rate Telemetry

LSE
Laboratory Support Equipment

MB
Megabyte

MBF
Mission Build Facility

MCC
Mission Control Center

MCC-H
Mission Control Center-Houston

MCC-M
Mission Control Center-Moscow

MCOR
Interim Communications Outage Recorder

MDM
Multiplexer/Demultiplexer

MELFI
Minus Eighty degrees Laboratory for International Space Station

MER
Mission Evaluation Room

MMT
Mission Management Team

MOL 
Mission Operations Laboratory

MOP
Mission Operational Support mode, and Project

MPLM
Mini-Pressurized Logistics Module

MPV
Manual Procedures Viewer

MSD
Mass Storage Device

MSFC
Marshall Space Flight Center

MSO
MSFC HOSC Scheduling

MWG
Manifest Working Group

NA
Not Applicable

NASA
National Aeronautics and Space Administration

NEMS
NASA Equipment Management System

NPOCB
NASA Payload Operation Control Board

NRT
Near-Realtime

OBT
On-Board Training

OC
Operations Controller

OCA
Orbital Communications Adapter

OCMS
Operational Configuration Management System

OCR
Operations Change Request

ODF
Operations Data File

ODFCB
Operation Data File Control Board

ODIN
On-board Data and Information Network

OFA
Operations Facility Assessment

OFD
Operations Feedback Director
OFT
Operations Feedback Team

OIS
On-board Inventory Stowage

OIU
Orbital Interface Unit
OOCI
OSTP On-board Crew Interface

OOS
On-orbit Operations Summary

OPMS
Online Project Management System

OPR
Office of Prime Responsibility

ORU
Orbital Replacement Unit

OSO
Operations Support Officer

OSS
Operational Shift Supervisor

OSTP
On-board Short-Term Plan

OSTPGMT
On-board Short-Term Plan Ground Management Tool

OSTPV
On-board Short-Term Plan Viewer

PAL
Payload Anomaly Log

PAO
Public Affairs Office

PAR
Payload Anomaly Report

PAS
Payload Application Software

PAYCOM
Payload Communications Manager

PCA
Payload Control Area

PCC
Payload Control Center

PCD
POIC Capability Document

PCL
Payload Communications Log

PCS
Portable Computer System

PD
Payload Developer

PDL
Payload Data Library

PDRF
Payload Data Request Form

PDRP
Payload Display Review Panel

PDSS
Payload Data Service System

PED
Payload Experiment Developer

PEHB
Payload Ethernet Hub Bridge

PEHG
Payload Ethernet Hub Gateway

PEI
Payload Engineering Integration

PEP
Payload Executive Processor

PES
Payload Executive Software

PG
Product Generation

PHANTOM 
Photography and TV Operations Manager

PHCM
Payload Hazard Control Matrices

PI
Principal Investigator

PIE
Payload Integration Engineer

PIMS
Payload Information Management System

PIT
Procedure Information Table

PL MDM
Payload Multiplexer/Demultiplexer

PLSS
Payload Support Systems

PMC
Private Medical Conference

PMI
Permanently Missing Interval

PMO
Procedures Management Officer

POC
Point of Contact

POCB
Payload Operations Control Board

POD
Payload Operations Director

PODF
Payload Operations Data File

PODFCB
Payload Operation Data File Control Board

PODFM
Payload Operations Data File Manager

POH
Payload Operations Handbook

POIC
Payload Operations Integration Center

POM
Payload Operations Manager

POSN
Position

PPCR
Payload Planning Change Request

PPM
Payload Planning Manager

PPS
Payload Planning System

PPSE
Payload Planning and Scheduling Engineer

PRO
Payload Rack Officer

PS
Payload Safety

PSE
Payload Support Equipment

PSE
Payload System Engineer

PSIV/F
Payload Software Integration and Verification/Facility

PSRP
Payload Safety Review Panel

PUI
Program Unique Identifier

RDS
Resource Distribution Summary

RFCA
Rack Flow Control Assembly

RIC
Rack Interface Controller

RICO
Realtime Information Control Officer

RPC
Rack Power Controllers

RPO
Research Program Office

RT/PB
Realtime/Playback

S/G
Space to Ground

SAIG
Space/Air-to-Ground

SC
Safety Coordinator

SCH
Support Count Handbook

SEU
Single-Event Upset

SHO
Scheduled Order

SHOD
Spacehab Operation Director

SIM
Simulation

SLRM
Stowage Logistics & Resupply Manager

SMAC
System Monitor and Control

SOC
Shuttle Operations Coordinator

SODF
System Operations Data File

SODFCB
Systems Operations Data File Control Board

SOF
Safety of Flight

SOP
Standard Operating Procedure

SPIP
Station Program Implementation Plan

SSCC
Space Station Control Center

SSE
Station Support Power Controller

SSPC
Space Station Power Controller

SSPCM
Solid State Power Controller Module

STP
Short-Term Plan

SYSCON
System Controller

TBD
To Be Determined

TBR
To Be Resolved

TBS
To Be Supplied

TCO
Timeline Change Officer

TCS
Thermal Control System

TDD
Team Definition Document

TDRSS
Tracking and Data Relay Satellite System

TMM
Timeline Maintenance Manager

TNOSP
TDRSS Network Operations Support Plan

TReK
Telescience Resource Kit 

TSC
Telescience Support Center

UAS
User Application Software

UDE
User Data-generated Elements

UDP
User-Defined Profile

UIL
User Interface Language

UILE
User Interface Language Executor

URC
User Requirements Collection

USOC
United States Operations Center

VAAF
Voice Access Approval Form

VBSP
Video Baseband Signal Processor

VDPU
Video Data Processing Unit
VES
Vacuum Exhaust System

VMDB
Vehicle Master Data Base

VRS
Vacuum Resource System

VSU
Video Switch Unit

VTL
Voice Timeline
VTR
Video Tape Recorder
VULCON
Video Uplink Controller


WLC
HOSC Workload Control

WORF
Window Observation Research Facility

WPC
Weekly Payload Conference

WSC
White Sands Complex

WSS
Weekly Science Summary

WWW
World Wide Web

ZOE
Zone of Exclusion
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B. CADRE POSITIONS DESCRIPTIONS

	BANDIT

(Bandwidth Integration Timeliner) 


	BANDIT maintains the DFP during realtime operations.  This includes updated configurations for the PEHG, APS, HRFM, MCOR, VSUs, VBSP, and VTRs.

	CPO

(Command and PL MDM Officer) 
	CPO manages the Payload Multiplexer/Demultiplexer (PL MDM) configurations, and ensures the appropriate files are on-board to support OSTP execution.  The CPO manages the Timeliner configuration and the command link according to the plan.  

	CSE

(Consolidated Sustaining Engineering)
	A mission-specific position (i.e., 5A.1, 6A, etc.) in the Engineering Support Room (ESR) of the HOSC, to monitor and provide technical support for payload rack activities such as rack activation and setup.  CSE communicates with the POIC, the MER, and supports payload rack anomaly resolution as requested by the POD, OC, PRO, or remote Payload Facility sites such as HRF/JSC and BRP/ARC.

	DMC 

(Data Management Coordinator) 
	DMC coordinates the activities required to manage the integrated Ku-band uplink and downlink. The DMC commands and controls the High Rate Frame Multiplexer (HRFM). The DMC also coordinates ground data and video distribution, and ground data and video quality.  The DMC commands and controls the data components of the on-board data system. The DMC coordinates data system configurations with the PHANTOM to preclude data and video conflicts.

	EPIM

(EXPRESS Payload Integration Manager)
	The EPIM is the focal point of contact between the payload and the ISS Program for payloads classified as EXPRESS subrack payloads.



	HSG Payloads Lead
	The HSG Payloads Lead facilitates the operations information flow between the POIC and MCC-M for both pre-increment and increment operations, and works face-to-face as required with MCC-M specialists about Russian payload operations. The HSG Payloads Lead works for both the POIC POD and the HSG Ops Lead.




	FPM

(Flight Payload Manager)
	The FPM is responsible for coordination and integration of NASA unilateral and multilateral payload objectives for a given Shuttle or a Partner launch vehicle/Station mission for all phases of the mission (ascent, joint operations, and descent.)



	IPM

(Increment Payload Manager)
	IPM serves as the multi-lateral payload representative at the Mission Management Team (MMT) during increment operations.

	IST 

(Integrated Support Team) 
	IST is the point of contact for status, coordination, and problem resolution of HOSC facility problems.  The IST configures and maintains the HOSC facility and systems.

	LIS Rep

(Lead Increment Scientist Representative) 
	LIS Rep is responsible for supporting the on-orbit research and technology operations, and managing the integrated Stationwide science requirements and priorities. The LIS Rep will represent the Lead Increment Science function on console and is the authority for providing integrated research and technology science inputs and priorities to members of the POIC. The LIS Rep is also the point-of-contact for providing an integrated science status of on-orbit research and technology activities. 

	OC

(Operations Controller) 
	OC monitors station-wide payload operations to ensure the execution of On-board Short Term Plan (OSTP) within payload resource envelopes.  The OC coordinates resource allocation changes with PCCs. The OC updates the On-board Short Term Plan (OSTP) with edits and realtime changes and also evaluates proposed changes to the OSTP for feasibility and resource availability. The OC coordinates the responses to realtime payload safety issues and hazardous payload conditions, including an integrated response for any payload anomaly affecting safety of other payloads.

	PAYCOM

(Payload Communications Manager)
	PAYCOM is the primary point-of-contact for payload voice communications with the ISS Flight Crew and coordinates and formats stationwide and NASA uplink messages relating to payloads.  The PAYCOM tracks and manages crew OBT activities, and posts the OBT log to the WWW site per SOP 1.8.  The PAYCOM also maintains and posts the PCL log.


	PDRP Rep
	PDRP is on-call to review new or revised displays that may be developed as part of payload anomaly resolution.  The PDRP representative will assess the displays for usability by the crew and for compliance with display graphics standards.

	PEI (Payload Engineering Integration)
	The PEI Representative is the point of contact for the engineering evaluations performed at the integrated rack, pallet, element, and ISS level to ensure that the payloads provided in an increment are compatible to operate during an increment and safe for on-orbit operations.  Payload-to-payload, payload-to-element, and element-to-ISS compatibility assessments are made.



	PIM (Payload Integration Manager)
	The PIM is the focal point of contact between the PD and the ISS Program for payloads not classified as EXPRESS subrack or EXPRESS pallet payloads, or facility-class payloads that do not have a physical interface to the ISS.



	POD

(Payload Operations Director) 
	POD leads the POIC and PCCs in integrated payload operations.  The POD approves NASA and Stationwide products/plans.  The POD is the single point-of-authority for payload operations to the MCC-H Flight Director. The POD maintains cognizance of Payload Support Systems (PLSS) status and configurations.  The POD monitors and coordinates realtime payload safety on ISS.  The POD is the point-of-contact for realtime ISS payload safety concerns.

	POM

(Payload Operations Manager)
	POM is Payload Operations Manager Representative from the POD office as appointed by the POD Group Lead.  The POM is a realtime support position, not a console position.  The POM is the primary interface for the ISS and ISS/STS MMT representing the realtime PODs and payload operations, coordinates the Tiger Team support with POIF Management as required, oversees flight transition activities, and oversees realtime operations feedback (Lessons Learned) with POIF Management for implementation in future payload operations.


	PPM

(Payload Planning Manager) 
	PPM provides payload planning direction and authority for the short-term planning process. The PPM leads the International Execute Planning Team (IEPT) planning conference for payload discussions.  The PPM leads planning for NASA element and all NASA payloads.  The IPE generates NASA-specific plans and products such as the NASA OOS, and develops NASA element inputs to station-wide plans and products such as the STP.  The PPM represents NASA users with payloads in the JEM and APM to NASDA and ESA short-term planning functions. The PPM leads short-term planning for the NASA element and for NASA payloads in partner elements.

	PPSE

(Payload Planning and Scheduling Engineer) 
	PPSE develops the integrated payload On-orbit Summary (OOS) and payload portion of the STP. The PPSE configuration manages integrated payload planning data, and generates output plans and products. The PPSE provides station-wide payload inputs to MCC-H for inclusion in integrated products. The PPSE verifies station-wide plans and products to ensure compliance with resource envelopes.  The PPSE generates NASA-specific plans and products such as the NASA OOS, and develops NASA element inputs to station-wide plans and products such as the STP. The PPSE represents NASA users with payloads in the JEM and APM to NASDA and ESA short-term planning functions. The IPE leads short-term planning for the NASA element and for NASA payloads in partner elements.

	PRO

(Payload Rack Officer) 
	PRO configures and monitors LSE, NASA PLSS, and NASA PLSS-to-payload interfaces. The PRO also manages EXPRESS operations.  The PRO coordinates with International Partners (IP) for US racks in the IP elements.   

	PSE

(Payload Systems Engineer) 
	PSE is on-call to support resolution of payload anomalies and perform studies that require the analysis of telemetry or reconstruction of events leading to anomalies. The PSE also coordinates changes to the Payload Systems Manual and the Ground Procedures Book.


	PHANTOM

(Photo and TV Operations Manager) 
	PHANTOM configures on-board video systems to support video uplink and downlink. The PHANTOM coordinates all activities that use the on-board video system, and coordinates systems use of cameras and video system capability with MCC-H.

	PODF Support
	PODF Support reviews, assesses, and coordinates U.S. PODF procedures in support of realtime operations and short-term planning. PODF Support prepares procedure files for uplink.

	POIC Safety
	POIC Safety position provides on-call payload safety technical expertise to the POIC.  

	POIC Stowage
	POIC Stowage position is responsible for inventory, stowage, and resupply planning for payload operations. The Stowage position has access to and working knowledge of IMS and CMILP.

	SCM

(Safety Coordination Manager)
	The SCM coordinates the response to realtime payload safety issues, hazardous payload conditions, and the integrated response and recommendations for those payload anomalies that affect safety.



	Sim Engineer

(Simulation Engineer)
	A simulation engineer is assigned to a payload once it is manifested to assist the User and Payload Training Integrator (PTI).  The simulation engineer begins supporting the User and PTI in the earliest phases of planning for payload training and remains actively involved all the way through training implementation.

	SOC

(Shuttle Operations Coordinator)
	SOC is the payload operations contact to the Shuttle MCC for payloads aboard the Shuttle which are destined for or returning from ISS. The SOC supports the POIC only during Shuttle operations, from launch to landing.


	TCO

(Timeline Change Officer)
	The TCO coordinates with the POIC cadre and NASA users for changes to the current day’s OSTP.  The TCO evaluates OCR feasibility and compliance with defined resource distributions.  The TCO maintains cognizance of usage and availability of payload resources to aid evaluation of requested changes.  The TCO coordinates changes with users, POIC cadre, PCCs, and MCC-H.  The TCO is also responsible for stowage, resupply planning (TBR), and coordinates realtime stowage activities with MCC-H.

	TMM

(Timeline Maintenance Manager) 
	TMM develops NASA inputs and integrates IP payload inputs to the daily OSTP development. The TMM updates the STP to support the daily OSTP development.     

	User
	User refers to the Payload Developer and team member(s), including operations, engineering, and science/research personnel.
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APPENDIX C-I  TBR/TBD MATRIX (Sheet 1 of 9)

	
TBR
	
TBD
	
DESCRIPTION
	
ACTION
	
ASSIGNEE
	TARGET DATE
	
NOTES

	
	Section 0.5
	Accepted comment 81 and 628 for future work to delete TDD from reference section
	Ensure that the appropriate TDD sections are incorporated into the POH, then delete TDD as reference
	Brenda Roberts and Jim Rider
	2/15/01

8/5/01
	

	
	Table 1.4-I
	Email address for Marshall Ops, HOSC Support Desk
	Provide the email address
	IST/Neal Mahone
	2/15/01
	Closed per ECR FD32-01-08

	
	Table 1.4-II
	Email address for Marshall Comm, Marshall Data, SYSCON
	Provide the email address
	IST/Neal Mahone
	2/15/01
	Closed per ECR FD32-01-08

	
	
	
	
	
	
	

	
	
	
	
	
	
	


APPENDIX C-I  TBR/TBD MATRIX (Sheet 2 of 9)

	
TBR
	
TBD
	
DESCRIPTION
	
ACTION
	
ASSIGNEE
	TARGET DATE
	
NOTES

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	SOP 1.6, Table 1.6‑II. sections I & J
	PD & JSC list of reviewers and status of review (mandatory/ courtesy copy)
	Develop a list of the PD & JSC positions that need to be involved in the OCR review.
	POD/Kim Owen & Brenda Roberts
	02/15/01
	Closed per ECR FD32-01-05; deleted sections I & J

	
	SOP 1.6.2
	Accepted comment 618 for future work: update procedure to include the appeal process for Users other than RPO sponsors.
	Provide the updated procedure.
	POD/Sam Digesu
	2/15/01
	Per L. Woodard: Documented process was approved by IPM and LIS pre-increment.  No changes to be made to this process.

Closed

	
	Table 1.8-I, Voice Timeline
	Location, notification method & delivery time
	Provide information.
	PAYCOM/Angie Johnston
	2/15/01
	Closed per ECR FD32-01-15; not applicable for Inc 3


APPENDIX C-I  TBR/TBD MATRIX (Sheet 3 of 9)
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	Table 1.8-I, PMI Tracking Log
	Notification method 
	Provide information.
	DMC/Mike Shell
	2/15/01
	Closed per ECR FD 32-01-08

	
	SOP 1.9
	Procedure missing;

Accepted comment 627 for future work to supply the procedure
	Provide procedure
	POD/Barbara Cobb
	2/1/01
	Closed per ECR FD 32-01-13

	
	SOP 1.9, REFERENCE DOCUMENTA-TION
	Missing POH vol 1 SOP number for CM SOPs
	Provide number
	Brenda Roberts
	8/5/01
	

	
	SOP 1.14, step A.3
	HPR & DBCR forms and instructions web site
	Provide web site.
	IST/Neal Mahone
	2/15/01

8/5/01
	

	
	Table 1.15-II
	EXPRESS USOC Workstation id
	Provide id
	POD/Kim Owen
	2/15/01

8/5/01
	

	
	SOP 1.18, steps 1
	PSIV/F support; Accepted comment 605 for future work for same info.
	Provide procedure to request PSIV/F support
	POD/Arthur Werkheiser
	2/15/01
	Closed per ECR FD 32-01-13

	SOP 1.18, step 6
	
	For Crew Office support: POD/POM requests a crew representative to support the procedure review, through the Payloads Office Branch Chief, JSC/CB [TBR]
	Provide resolution
	POD/John Bartlett
	8/5/01
	

	
	SOP 2.1.1, step 1
	TBD retrieves the files from HOSC drop box and provides them via email to the Users or POIC cadre as necessary Accepted comment 52, 802, 815, 816, and 817 for future work for same info. 
	Decide who will email manual crew procedure log files to Users/cadre.
	PODF/Mary Brun, TCO/Gary Rowe 

PAYCOM/Alan Johnston
	2/15/01
	Closed per ECR FD 32-01-09
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	SOP 2.6, GENERAL
	NOTE:  If PL MDM recovery exceeds 90 minutes (1 orbit) (see Flight Rule, TBD #, Loss of Payload Health and Status).
	Provide Flight Rule number.
	CPO/Raymond Shaughnessy & Aris Tanone
	2/15/01

8/5/01
	

	
	SOP 2.6, section B, JOIP note after step 4
	TCO generates inputs for the MCC-H Anomaly Report.  Refer to JOIP xxx (TBD)
	Need JOIP section number.
	CPO/Raymond Shaughnessy & Aris Tanone
	2/15/01

8/5/01
	

	
	SOP 2.7, REFERENCE DOCUMENTA-TION
	PL MDM User’s Guide (TBD)
	Provide document number
	CPO/Aris Tanone
	8/5/01
	

	SOP 2.10, step 3b
	
	Web site for stowage information
	Provide the web site
	Stowage/Diane Rigsby
	2/15/01
	Closed per ECR FD 32-01-08

	SOP 2.10 step 3d, & 4b 
	
	IMS web site
	Provide the web site
	Stowage/Diane Rigsby
	2/15/01
	Closed per ECR FD 32-01-08

	
	SOP 2.10, step 2a
	IMS change file web site
	Provide the web site
	Stowage/Diane Rigsby
	2/15/01
	Closed per ECR FD 32-01-08

	
	SOP 2.10, step 5a
	IER web site & time can obtain
	Provide the web site and time
	Stowage/Diane Rigsby
	2/15/01
	Closed per ECR FD 32-01-08

	
	SOP 2.10, step 6b
	Audit list web site
	Provide the web site
	Stowage/Diane Rigsby
	2/15/01
	Closed per ECR FD 32-01-08

	
	SOP 2.10, step 6c
	Crew audit results web site
	Provide the web site
	Stowage/Diane Rigsby
	2/15/01
	Closed per ECR FD 32-01-08

	
	SOP 2.10.1, step A.2
	IMS web site
	Provide the web site
	Stowage/Diane Rigsby
	2/15/01
	Closed per ECR FD 32-01-08

	
	SOP 2.17.1, EFFECTIVITY
	TBD  (NOTE: At this time the HOSC is not approved for Hazardous Commanding.)
	Resolve when this SOP is applicable (Increment 2, etc.).
	CPO/Scott Walter
	2/15/01

8/5/01
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	SOP 2.24, GENERAL
	NOTE:  If PL MDM recovery exceeds 90 minutes (1 orbit) (see NASA Payload Regulation, N3.1-10, Impact to Payloads due to Loss of Payload Health and Status Information and Flight Rule, TBD #, Loss of Payload Health and Status).
	Provide Flight Rule number.
	CPO/Howard Stetson
	8/5/01
	

	
	SOP 3.1 REFERENCE DOCUMENTA-TION
	Joint Operations Agreement (JOA) (TBD)
	Provide document number
	MP/Robert Gilbert 
	8/5/01
	

	SOP 3.1.1
	
	In the GENERAL section: Partner planners submit Change Requests to the POIC for changes that affect resource distribution.
	Determine how/who will submit the change requests for Partners’ changes.
	JSC/DO47 Troy LeBlanc & Mission Planning/Robert Gilbert 
	02/15/01
	JSC has an action to decide what change request mechanism (OCRs/PPCRs) the Partners will use and when. 

Closed per ECR FD 32-01-13

	
	SOP 3.1.5, step 3
	Accepted comment 615 for future work:

… Integrated Payload STP for week x is available for review in PG …
	Provide correct location for retrieving this product during Increment 2.
	MP/Jeff Hagopian
	02/15/01
	Closed per ECR FD 32-01-09

	
	SOP 3.2.2
	Accepted comment 357 for future work; where else (besides OSTPGMT) will the OSTP be posted?
	Decide the other locations that OSTP will be posted
	MP/Jeff Hagopian
	02/15/01
	Closed per ECR FD 32-01-09

	
	SOP 4.2, REFERENCE DOCUMENTATION
	JOIP section number that defines the Video Tape Playback Request procedure
	Provide the section number.
	DMC/Mike Shell
	2/15/01

8/5/01
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	SOP 4.2, JOIP Notes after step 2
	1) If the request is approved, PHANTOM provides pertinent information, via faxing Form 246, to JOHNSON TV.  (See JOIP SOP TBD.)

2).  …If the request is for a dub, JOHNSON TV informs PHANTOM when it will be ready for delivery. (See JOIP SOP TBD.)
	Provide the section number.
	DMC/Mike Shell
	2/15/01

8/5/01
	

	
	SOP 4.4
	Accepted comment 461 for future work: update this procedure based on the record capability at WSC
	Provide updated procedure.
	DMC/Mike Shell
	2/15/01

8/5/01
	

	
	SOP 4.5, step 6
	PIMS location for PMI Tracking Log
	Provide PIMS location
	DMC/Mike Shell
	02/15/01
	Closed per ECR FD 32-01-08

	
	SOP 4.7
	Accepted comment 622 for future work: update procedure to current Dave Scott concept
	Provide updated procedure
	Dave Scott and POD/Sam Digesu
	2/15/01

8/5/01
	

	
	Table 4.15-I
	Is OCA affected during APS-1 failure? 
	Provide the info
	DMC/Ann Bathew
	2/15/01

8/5/01
	

	
	SOP 4.17, REFERENCE DOCUMENTATION
	Ground Command Procedures (TBD)
	Provide the document number
	DMC/Mike Shell
	02/15/01
	Closed per ECR FD 32-01-08

	
	SOP 5.1, GENERAL
	Voice coordination for stage and increment transition systems checkout are performed on a designated voice loop (TBD).  
	Determine voice loop.
	Kurt Scheuerman & POD/Sam Digesu
	02/15/01
	Closed per ECR FD 32-01-15

	
	SOP 5.1, section K
	K.  POIC to Network (WSC/JSC) Interface Validation :  Launch -TBD Hours
	Determine timeframe.
	Kurt Scheuerman & IST/Hal Greenlee
	02/15/01
	Closed per ECR FD 32-01-15
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	SOP 5.1, 
section K
	Prior to the start of the first POIC payload operation support, there are scripted network checkouts in the Launch minus timeframe (details TBD).
	Define details.
	Kurt Scheuerman & IST/Hal Greenlee
	02/15/01
	Closed per ECR FD 32-01-15

	
	SOP 5.1, sections P & Q
	P.
Docking + TBD Hours 

Q.  Docking + TBD Hours: Transition to the POIC Primary Stage/Increment Systems
	None
	None
	None
	These TBD are defined per transition

Closed per ECR FD 32-01-15.

	
	SOP 5.3.4, JOIP Note after step 2
	JOIP procedure TBD
	Provide the JOIP procedure number
	SOC/Michelle Danford
	2/15/01

8/5/01
	

	
	SOP 5.3.4, 2nd JOIP Note after step 4
	JOIP procedure TBD
	Provide the JOIP procedure number
	SOC/Michelle Danford
	2/15/01

8/5/01
	

	
	SOP 5.3.4, JOIP Note after step 6
	JOIP procedure TBD
	Provide the JOIP procedure number
	SOC/Michelle Danford
	2/15/01

8/5/01
	

	
	SOP 5.4.1, 5.4.2, 5.4.3, 5.4.4, 5.4.5, 5.4.6, and 5.4.7;  REFERENCE DOCUMENTA-
TION
	JOIP Procedure 9.15 (TBD)
	Provide the info
	OC/David Swafford
	2/15/01

8/5/01
	

	
	SOP 5.4.4 & 5.4.6 GENERAL
	TBD for General section
	Provide text 
	OC/David Swafford
	2/15/01

8/5/01
	

	
	SOP 5.6, REFERENCE DOCUMENTA-
TION
	Manual Procedure Viewer Multi-Admin Guide (TBD)
	Provide document number
	PODF/Mary Brun
	02/15/01
	Closed per ECR FD 32-01-08

	
	SOP 5.8, GENERAL
	The scheduling of this activity (Baselining the Backup PL MDM for New Increment Transition and Operations) must be coordinated with the MCC-H ODIN cadre per JOIP “TBD”.
	Provide the section number.
	CPO/Joe Cochran
	02/15/01
	Closed per ECR FD 32-01-08
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	SOP 5.11
	Under the REFERENCE DOCUMENTATION, TBD 
	Provide the documentation or change to none.
	Mission Planning/Jim Reaves & IST/Neal Mahone
	02/15/01
	Closed per ECR FD 32-01-09

	
	SOP 5.11
	Accepted comment 469 for future work: replace reference to FD 42, FD 32, and IST with the appropriate position names
	Provide replacement names
	Mission Planning/Jim Reaves & IST/Neal Mahone
	02/15/01
	Closed per ECR FD 32-01-09

	
	SOP 5.13
	Under the REFERENCE DOCUMENTATION, Missing document number for Support Count Handbook
	Provide the document number.
	IST/Neal Mahone
	02/15/01
	Closed per ECR FD 32-01-08

	
	
	
	
	
	
	

	App B:

TCO
	
	TCO responsible for resupply planning
	Determine if TCO is responsible.
	Mission Planning/Gary Rowe
	2/15/01

8/5/01
	

	
	New SOP
	Accepted comment 623 for future work: need an SOP to address how cadre should disposition pre-mission OCRs for the next flight, e.g. POD has to approve planning OCR 3 weeks before flight.
	Provide new SOP.
	PODs/Sam Digesu and Kim Owen
	2/15/01

8/5/01
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	NEW SOP
	Accepted comment 627.5 for future work: SOP for LIS Rep to keep up with resource utilization during replanning and realtime.
	Provide new SOP.
	LIS Rep/ Jaime Valverde and POD/Barbara Cobb
	2/15/01

8/5/01
	

	
	New SOP
	Accepted comment 789 for future work: EXPRESS Rack SOP for planned and unplanned power down procedures
	Provide new SOP.
	POD/Arthur Werkheiser
	2/15/01

8/5/01
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Mark “X” for objectives completed during the session.  Mark “A” if objective was attempted, but not completed.
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